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About This Guide

This guide provides information to help you:

= Plan your Storage Virtual Replicator (SVR) implementation.
»  Understand the SVR storage management features.

n  Get started using the SVR software.

“About This Guide” describes the following topics:

= Overview, page 10

»  Conventions, page 11

»  Rack stability, page 13

n  Getting help, page 14
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About This Guide

Overview

This section covers the following topics:
= Intended audience
»  Related documentation

Intended audience

Readers must be familiar with SVR aswell as the following:
= Microsoft Windows 2000 and 2003 servers and workstations
»  Microsoft Cluster Server (MSCS) clusters

Related documentation

Refer to the following documentation for more information about SVR:

= HP OpenView Storage Virtual Replicator Command Line I nterface Reference Guide
s HP OpenView Storage Virtual Replicator Installation Instructions

s HP OpenView Storage Mirtual Replicator Release Notes

= HP OpenView Storage Virtual Replicator Online Help

»  HP OpenView Storage Virtual Replicator Online Volume Growth Online Help

s HP OpenView Storage Virtual Replicator Scheduling Wizards Online Help

»  HP OpenView Storage Virtual Replicator Planning Charts

10 Storage Virtual Replicator System Administrator’s Guide



About This Guide

Conventions

Conventions consist of the following:
= Document conventions

m  Text symbols

»  Equipment symbols

Document conventions

Text symbols

This document follows the conventionsin Table 1.

Table 1: Document conventions

Convention Element

Blue text: Figure 1 Cross-reference links

Bold Menu items, buttons, and key, tab, and box
names

Italics Text emphasis and document titles in body text

Monospace font User input, commands, code, file and

directory names, and system responses (output
and messages)

Monospace, italic font Command-line and code variables
Blue underlined sans serif font text Web site addresses
(http://www.hp.com)

The following symbols may be found in the text of this guide. They have the following
meanings:

WARNING: Text set off in this manner indicates that failure to follow directions in the
warning could result in bodily harm or death.

Caution: Text set off in this manner indicates that failure to follow directions could result in
damage to equipment or data.

Tip: Text in a tip provides additional help to readers by providing nonessential or optional
techniques, procedures, or shortcuts.

Note: Text set off in this manner presents commentary, sidelights, or interesting points of
information.
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About This Guide

Equipment symbols

The following equipment symbols may be found on hardware for which this guide pertains.
They have the following meanings:

AV

Any enclosed surface or area of the equipment marked with these symbols indicates
the presence of electrical shock hazards. Enclosed area contains no operator
serviceable parts.

WARNING: To reduce the risk of personal injury from electrical shock hazards, do
not open this enclosure.

A

Any RJ-45 receptacle marked with these symbols indicates a network interface
connection.

WARNING: To reduce the risk of electrical shock, fire, or damage to the equipment,
do not plug telephone or telecommunications connectors into this receptacle.

/NN

Any surface or area of the equipment marked with these symboils indicates the
presence of a hot surface or hot component. Contact with this surface could result in
injury.

WARNING: To reduce the risk of personal injury from a hot component, allow the
surface to cool before touching.

A

Power supplies or systems marked with these symbols indicate the presence of
multiple sources of power.

% % WARNING: To reduce the risk of personal injury from electrical shock, remove
\ \

all power cords to completely disconnect power from the power supplies and
systems.

/N

Any product or assembly marked with these symbols indicates that the component
exceeds the recommended weight for one individual to handle safely.

WARNING: To reduce the risk of personal injury or damage to the equipment,
observe local occupational health and safety requirements and guidelines for
manually handling material.

12
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About This Guide

Rack stability

Rack stability protects personnel and equipment.

WARNING: To reduce the risk of personal injury or damage to the equipment, be sure that:
m The leveling jacks are extended to the floor.

= The full weight of the rack rests on the leveling jacks.

m In single rack installations, the stabilizing feet are attached to the rack.

= In multiple rack installations, the racks are coupled.

= Only one rack component is extended at any time. A rack may become unstable if more
than one rack component is extended for any reason.

Storage Virtual Replicator System Administrator’s Guide 13



About This Guide

Getting help

If you still have a question after reading this guide, contact an HP authorized service provider
or access our web site: http://www.hp.com.

HP technical support

Telephone numbers for worldwide technical support are listed on the following HP web site:
http://www.hp.com/support/. From this web site, select the country of origin.

Note: For continuous quality improvement, calls may be recorded or monitored.

Be sure to have the following information avail able before calling:
m  Technica support registration number (if applicable)

»  Product serial numbers

= Product model names and numbers

»  Applicable error messages

»  Operating system type and revision level

» Detailed, specific questions

HP storage web site

The HP web site has the latest information on this product, aswell asthe latest drivers. Access
storage at: http://www.hp.com/country/us/eng/ prodserv/storage.html. From this web site,
select the appropriate product or solution.

HP authorized reseller
For the name of your nearest HP authorized reseller:
= Inthe United States, call 1-800-345-1518.
= In Canada, call 1-800-263-5868.
»n  Elsewhere, see the HP web site for locations and telephone numbers: http://www.hp.com.
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Storage Virtual Replicator 1
Overview

This chapter provides an overview of Storage Virtual Replicator (SVR). It describes the
following topics:

= Introduction, page 16
s Features, page 17
= Supported tools, page 19
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Storage Virtual Replicator Overview

Introduction

Storage Virtual Replicator (SVR) enables you to centrally manage storage virtualization in
Windows environments. You can simplify storage configuration and management and enhance
availability and scalability.

SVR dlowsyou to:

»  Group hardware arrays or physical disksto form alarge pool of storage.
n Dividethe pool into virtual disks of any size, upto 2 TB (terabytes).

»  Makeinstant copies, called snapshots, of virtual disks.

m  Usethevirtual disks and snapshots on your local computer.

The SVR software runs on stand—al one computers and on computers in Microsoft Cluster
Server (MSCS) clusters.

Note: Unless otherwise noted, all future references to Windows 2000 and Windows Server 2003
will be identified collectively as Windows.

Benefits
Using SVR, you can:
n  Optimize disk storage through storage pooling and virtualization.
»  Add storage capacity and expand volumes without rebooting.
»  Usevirtual disksto allocate disk space easily.
»  Create snapshots to:
— Back up your data online.
— Maintain copies of your data online and perform quick file restores.
— Test applications.
= Manage your environment remotely.
Installation

For instructions on installing SVR, refer to the HP OpenView Storage Virtual Replicator
Installation Instructions.

16 Storage Virtual Replicator System Administrator’s Guide



Storage Virtual Replicator Overview

Features
SVR has several features that enable you to configure and manage your storage environment.
This section describes the following topics:
= Storage pooling
n  Virtual disks
= Snapshots
= Snapshot task scheduler
= Datamigration
= Online Volume Growth
n Interfaces

Storage pooling

You can group hardware array storage, or physical disks, into alogically concatenated pool of
disk space. You can create an unlimited number of pools using any storage to which Windows
systems have direct access. SV R supports both single-spindle disks and controller-based,
fault-tolerant disk arrays, such as HP StorageWorks RAID arrays, often called storage units.

See “Managing Pools’ on page 41 for more information.

Virtual disks

In apool, you can create virtual disksto tailor disk space to the needs of your users and their
applications. For example, a user needs 650 MB of disk space so you create a 650 MB virtual
disk. To create a 1 TB database, you can combine several disks or HP StorageWorks RAID
arraysin asingle pool, and create a1 TB virtua disk that spans the physical storage. Virtual
disk size ranges from 10 MB to 2 TB and depends on the pool’s free space, segment size, and
policies.

Virtual disks function as physical disks. You can format avirtual disk, map drivesto it, read
and write data to/from avirtual disk, and install applications on it.

See “Managing Virtual Disks’ on page 59 for more information.

Snapshots

You can create instant copies, called snapshots, of virtual disks and use them as you would
physical disks. You can read from snapshots and write to them, and you can create snapshots
while users are reading from and writing to the original virtual disk.

See “Managing Snapshots’ on page 81 for more information.

Snapshot task scheduler

You can use the SVR scheduling wizards to automatically create, delete, back up, and restore
snapshots. You can specify the frequency and time that each task is performed.

See “Scheduling Tasks” on page 119 for more information.
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Storage Virtual Replicator Overview

Data migration

You can migrate data from one physical disk to another without interrupting service. This may
be useful when:

= Migrating from one storage system to another during work hours

»  Replacing obsolete, slow storage with higher capacity, quicker-spinning storage
= Adding higher capacity storage to pools that have exceeded their limits

See “Migrating Data’ on page 99 for more information.

Online Volume Growth

You can use the SVR Online Volume Growth (OVG) wizard to increase storage capacity
without disrupting operations on Windows systems. Typically, when you expand a RAID set,
the operating system does not recognize the size change until you reboot. However, OVG
directs the operating system to update the size of a physical or virtual disk without rebooting.

You can also use OV G to grow the on-disk partition information for avolume. You can expand
avolume into unused space made available by either increasing the size of adisk or by
deleting one or more adjacent partitions.

See “Online Volume Growth” on page 105 for more information.

Interfaces
You can access SVR tools using the Microsoft Management Console interface (MMC) or the
command line interface (CLI). Use either interface to monitor and manage your storage
resources.
See " Getting Started with Storage Virtual Replicator” on page 29 for more information.
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Storage Virtual Replicator Overview

Supported tools

This section describes the tools you can use with SVR:

n  Cluster support

= SNMP support

= Windows tools support

= Interoperability with other storage management tools

Cluster support

SVR workswith MSCS when cluster support is required to provide higher availability for data
and applications. Failover and failback of pools, virtual disks, and snapshots are performed as
aunitin an MSCS cluster.

You can use the SVR management tools to create cluster resources and simplify cluster
management. See “Using cluster resources’ on page 40 for more information.

SNMP support

You can use SVR with the Simple Network Management Protocol (SNMP) to exchange
management information between management consol e applications (such as UniCenter) and
managed entities. When you install SVR, you also install:

= SNMP agent—A processing element that retrieves local management information based
on requests from applications monitoring the nodes.

= Management Information Base (M IB)—A collection of managed objects in a database
that defines the variables in the tables, the data to be retrieved, and the format in which
datais presented.

The SNMP agent ensures data is returned to the node that requested it. The MIB isinstalled
when you install SVR on the local computer. The default location is:

\Program Fil e\HP\ OpenView Virtual Replicator\*.mb

Locate the MIB file and copy it to the node on which your management consol e applications
reside.

For more information about using your SNM P management application, refer to your SNMP
documentation.

Storage Virtual Replicator System Administrator’s Guide 19



Storage Virtual Replicator Overview

Windows tools support

You can use SVR with the following Windows tools:
»  Windows Performance

s Disk Management

m  Disk Defragmenter

Windows Performance

Use the Windows Performance tool to monitor virtual disks and snapshots. The tool includes
disk performance counters, such as Disk Read Bytes/sec and Disk Write Bytes/sec and are
listed under the PhysicalDisk or L ogicalDisk performance object.

SVR aso adds the SWVR_Pool, SWVR_Virtual Disk, and SWVR_Snapshot objects so you
can monitor SV R performance activity. For example, you can monitor the available free space
in apool or the Delspace of a snapshot.

Disk Management

You can use the virtual disksthat you create with SV R as Windows volume mount points. Use
the Disk Management tool to establish directories on a volume as mount points for other
volumes. Users and applications can refer to a mounted volume by its mount path rather than
by adrive letter. Mount points give you access to more drives because you are not restricted to

26 drive letters.

Note: Windows 2000 cluster systems do not support volume mount points.

Several SVR features, such as Incremental Backup Support, Online Volume Growth, and
virtual disk formatting, require that virtual disks have a mapped drive letter.

For more information about mounted volumes, refer to your Windows documentation.

Disk Defragmenter

Use the Disk Defragmenter tool to defragment virtual disks and increase 1/0 performance.
Thistool finds and consolidates fragmented files and folders on avolume. It also consolidates
free space, making it lesslikely that new files will be fragmented. Asaresult, your system can
access files and folders and save new ones more efficiently. See“ Defragmenting virtual disks’
on page 70 for more information.

Interoperability with other storage management tools

SVR works with other HP storage applications, such as HP StorageWorks Secure Path and HP
StorageWorks Command Console (SWCC), as well as storage applications from other
vendors. See the HP OpenView Storage Virtual Replicator Release Notes for information
about other storage applications.

You can also use SVR with backup tools from other vendors, such as Computer Associates

ArcServe and VERITAS Backup Exec, as well as database and messaging applications, such
as Microsoft SQL Server and Microsoft Exchange.

20
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Planning Storage Growth 2

This chapter describes how to plan storage for a stand—alone configuration and a cluster
configuration:

= Planning overview, page 22

»  Pools, page 23

» Virtual disks and snapshots, page 26
= SVR naming conventions, page 28
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Planning Storage Growth

Planning overview

When planning storage growth for your configuration, consider these SVR guidelines:

»  Pools—The number of poolsislimited only by the number of available storage units. (See
“Using storage unitsin pools’ on page 23 for more information.)

»  Virtual disks—Each pool can have a maximum of 8 virtual disks. The capacity of each
virtual disk rangesfrom 10 MB to 2 TB. The disk’s capacity is limited by the pool’s free
space, segment size, and policies.

»  Snapshots—Each family can have a maximum of 12 snapshots. A family comprises a
virtual disk, its snapshots, and snapshots of those snapshots. For example, afamily can
have 12 snapshots of each virtual disk, or it can have 11 snapshots of avirtual disk, with
one snapshot having its own snapshot.

Use the planning chartsincluded on the Virtual Replicator installation CD. Oneis an example
of acompleted chart (Exanpl e pl anni ng chart . pdf) and oneisblank for you to
complete (Pl anni ng chart. pdf).

22
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Planning Storage Growth

Pools

This section describes planning guidelines and recommendations for pools.
»  Using storage unitsin pools

»  Disk space and pools

= Pool capacity

= Planning the pool size

Using storage units in pools

HP recommendsthat all storage unitsin a pool have the same redundancy, read-write, and
failure characteristics to ensure:

n  Consistent results—Mixing different types of storage unitsin the same pool may cause
unpredictable results. For example, storage unitsin a pool should be all HP StorageWorks
RAID 5 storage sets, all mirror sets, or all standard disks.

= Singlepoint of failure—A pool isasingle point of failure. If one of the pool’s storage
units becomesinaccessible, you lose the pool and all of itsvirtual disks and snapshots. For
example, you should not use a standard single-spindle disk and amirror set (RAID 1) in
the same pool. Although the RAID storage set can survive the failure of any of the
individual disk spindles that make up the set, you lose the pool if the standard disk fails.

When you create virtual disks and snapshotsin a pool, you cannot specify which storage units
they use. The virtual disks and snapshots that you create in the pool can use disk space from
anywhere in the poal.

If you want the data on avirtual disk to have particular characteristics, createit in a pool
whose storage units have those characteristics. For example, if you want the data on a virtual
disk to be mirrored, create the virtual disk in apool whose storage units are al
controller-based mirror sets.

If you lose apool, you have to reconstruct it. To do this, create a new pool, create new virtual
disksin the pool, and then restore data from your backup tapes to the new virtual disks.

Storage unit guidelines
When deciding which storage units to use in a pool:

»  Create pools from whole, unformatted disks, not from partitions or logical drives on a
disk.

= A pool can contain up to 12 storage units. They can have different capacities and be from
different manufacturers, but they must be the same type.

» Inacluster, use disks on the shared storage bus only; do not use local disks.
» Do not use removabl e disks, such as floppy disks or Jaz drives.
m  Usestandard single-spindle disks or controller-based, fault-tolerant disk arrays.
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Disk space and pools

Pool capacity

When a pool runs out of disk space, writes to the pool fail. How soon you are notified of the
failed writes depends on whether the applications using the pool’s disks use the system cache.
Applications that do not use the system cache report failed writesimmediately.

Most applications use the system cache and do not report that the pool is full until the system
cache tries to write data to disk. A message is displayed indicating that a delayed write failed
and data may be lost.

HP recommends that you plan accordingly so pools do not run out of disk space. Disk space
becomes an issue if:

= A pool contains snapshots. Be sure to monitor the pool’s free space regularly. (See
“Monitoring pool free space” on page 49 for more information.)

= A pool’s capacity is less than the total capacity of itsvirtual disks and snapshots.

= You keep snapshots longer than necessary, which increases the time needed to restart the
system.

To increase a pool’s disk space:

»  Add astorage unit to the pool. You can do this dynamically while users are reading from
and writing to the pool’s virtual disks and snapshots.

n  Delete one of the pool’s snapshots or virtual disks.

Caution: Do not try to increase a pool’s disk space by deleting files. Deleting files uses
more space by copying segments of data to snapshots.

A pool can contain up to 12 logical storage units. Your hardware and software configurations
determine the maximum size of the pools you create. For example, you have an HP HSG80
controller with ACS version 8.6 firmware. You can configure storage units of 2 TB each and
create a maximum pool size of 24 TB. Different configurations yield different results.

SVR supports pools with a maximum segment size of 256 KB. You create avirtual disk with a
maximum size of 2 TB if the segment sizeis 256 KB.

The actual pool capacity is less than the combined capacity of its storage units because the
pool configuration data uses disk space. The amount of space that the configuration data uses
will vary and can be up to 10 percent of the combined capacity of the storage units.

24
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Planning the pool size

You can create alarge pool that contains severa virtual disks, or you can create several small
pools, each of which contains fewer virtual disks.

When planning the pool size, consider the following:

Using large pools

Determine the applications you want in each pool. You can assign each application itsown
virtual disk, rather than have applications share virtual disks.

A pool isaunit of failover in acluster. If the node on which apool resides fails, the pool
and itsvirtual disksfail over to another node in the cluster. All applications must fail over
to the pool at the same time.

Use large pools with severa virtual disksto:

Using small pools

Protect against har dwar e failures. Use storage units that provide redundancy, such as
HP StorageWorks RAID 5 storage sets.

Reduce the cost of disk space for snapshots. For example, you have three 10 GB virtua
disks and only need snapshots to back up the disks. The snapshot requires 10 GB because
it must be at least the same capacity as the virtual disk.

If you want to back up all disks simultaneously, create one 40 GB pool. Within the pool,
create three 10 GB virtual disks, which leaves 10 GB of free space for a snapshot (the
virtual disks“time-share” the free space for their snapshots). This saves 50% more disk
space than if you created a pool for each disk, which would require three 20 GB pools.

M anage several applicationsthat require minimal disk space. and you have alarge
disk, create apool from the large disk and divide it into several small virtual disks.

Save disk spaceif you are not using snapshots. For example, you have five applications,
each of which requires 10 GB of disk space, but you have only 20 GB disks. You can
combine three of the disks to make one pool. The capacity of the pool will be
approximately 54 GB (about 10 percent less than the combined capacity of the storage
units), which is enough for five 10 GB virtual disks.

Use small poolsto:

Balancetheload manually and control which applications run on the nodes. If you
have one pool for each application, you have maximum control.

Balancetheload acrossindividual storage units. However, if a pool contains multiple
units, SVR uses a best—fit algorithm to determine which LUN to use for mapping the
space required by the virtual disk.
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Virtual disks and snapshots

Exceptions

This section describes guidelines for using virtual disks and snapshots:
= Exceptions

»  Disk space requirements

= Backup tools

You can use avirtual disk or snapshot as you would a physical disk except in the following
situations:

= You cannot use avirtual disk or snapshot as your system disk.

= You cannot create more than one partition on a snapshot. However, you partition alarge
disk into smaller disks. You do not need to partition virtual disks, because they can be any
Ssize you want.

= You must format the partition as NTFS. SVR does not support the FAT file system.

= You cannot use Disk Management to create a volume set, mirror set, or stripe set on the
virtual disk. MSCS software and SV R do support RAID software.

Disk space requirements

The space that a virtual disk usesisthe same asits capacity. When you create avirtual disk,
you specify its capacity in megabytes (MB), and the free space in the pool drops by that
number of megabytes. To determine the size of avirtual disk, consider the size of the pool and
the number of snapshots you might take. The disk space that a snapshot uses can vary from 0
MB to the capacity of its parent virtual disk, depending on the rate at which your data changes
and how long you keep the snapshot.

When you create a snapshot, the snapshot does not use any space. The snapshot uses space
only when you modify the data stored on the snapshot or its parent disk. The more data you
modify, the more space the snapshot uses. The maximum amount of space a snapshot could
use as much space as its own capacity (which is the same as the capacity of its parent disk). If
you have avirtual disk that is 10 GB, and all of the data on the virtual disk changes, a snapshot
of the virtual disk could grow to 10 GB.

If you perform incremental backups of your data, you can use the size of your incremental
save arrays as an indicator of snapshot size. A snapshot generally uses less space than
indicated by the incremental save set because the incremental save set saves the entirefile,
even if only part of the file has changed.

26
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Backup tools

You can use your backup tools to back up virtual disks and snapshots. If your backup utility
performsincremental backups, SVR provides afeature called Incremental Backup Support.

When you back up a snapshot, the backup utility turns off the archive bit of each file on the
snapshot. However, the utility does not clear the archive bits of the corresponding files on the
snapshot's parent disk. Incremental Backup Support turns off the archive file attributes (or
archive bits) of fileson avirtual disk after one of its snapshotsis backed up.

To enable Incremental Backup Support, you can specify:

= A date and time that Incremental Backup Support will use as areference point, along with
asafety margin.

The archive bit will be turned off for files on the parent disk that are older than the
specified date and time. The safety margin prevent the turning off of archive bitsfor files
that have not been backed up.

= Thename of asnapshot that was backed up, if the snapshot still exists. The archive bit will
be turned off for files on the parent disk that correspond to the snapshot’sfiles.

You can also create alog file of Incremental Backup Support operations. Refer to the SVR
online help for more information.
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SVR naming conventions

Every pool, virtual disk, and snapshot must have a unique name. If you name a pool Pool 2,
you cannot create a snapshot named Pool 2.

No two cluster groups or cluster resources can have the same name. SVR automatically creates
cluster groups and resources using the names you choose. Therefore, a pool cannot have the
same name as any existing cluster group or cluster resource. For example, if you create a
cluster resource called Res 1, do not create a pool named Res 1.

To conform to Windows file-naming conventions, avoid the following charactersin SVR
names:

\/ x> =
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Virtual Replicator

This chapter describes how to use the Microsoft Management Console (MMC) interface and
the command line interface (CLI) to perform SVR tasks:

= Using the Microsoft Management Console interface, page 30
s Using the command line interface, page 37

= Using SVR with Windows tools, page 38

= Managing security and privileges, page 39

m Using cluster resources, page 40
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Using the Microsoft Management Console interface

The MMC interface provides tools that you use to manage local and remote computers from
your desktop. SVR’s management tool is Replication Manager.

This section describes the following topics:
= Navigating Replication Manager

= Managing remote computers

»  Creating aconsolefile

Navigating Replication Manager

To access Replication Manager, select Start > Programs > hp OpenView Storage Virtual
Replicator > Replication Manager.

The Replication Manager window opens (Figure 1). The structure and format of this window
is similar to Windows Explorer.

The scope pane (A) provides atree view of your management tools. You can organize your
tools as you would organize files on adisk into folders. For example, you can organize your
tools by software vendor and have an HP folder and a Microsoft folder.

When you select an item in the scope pane, the results display in the results pane (B), as
described in Table 2.

Table 2: Scope and Results pane descriptions

Select Display

Replication Manager (Local) All pools (online and offline) on the
computer or cluster

Pool All virtual disksin the pool.
Virtual disk All snapshotsin the virtual disk’s family.
Snapshot Empty
Uaton yow || » OB XFRD RO B |
Tree | | Marme | Tvpe | capacity | Delspace | created | Farily |
Rap":aunn Managar {Ln:al} n HQ Data |:I'-|'::| Wirkal Disk, 1500 MEB 1500 ME EIIEIEDDD 1113PM 0
= [ JAccounts (2:)  Virtual Disk 400 MB 400 ME 3/15/2000 1:14 FM 1

®

Figure 1: Replication Manager window
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You can also use the shortcut menu to perform SVR tasks (Figure 2). Right-click an object in
the scope pane to display the shortcut menu (C). The shortcut menu actions are also available
from the Action and View menus (D) and the toolbar icons (E).

'Hi ReplicationManager - [Replication Manager {Local)RAIDPool] O] x|
File  Action Wiew Help D
c» | AEXEFRE 2 @038 =(E)
Replication Manager (Local) Marne | Twpe | Capacity | Delspace | Created | Farnily |
43 poolt Th iterns ko show in this vi
: ere are no ikems ko show in this view,
W o Yirtual Disk: |
&l Tasks r
Wiew k
Delete @
Refresh
Expoart Lisk. ..
Properties
Help
Creates a new object in this containet,
Figure 2: Using the shortcut menu
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Managing remote computers

There are three ways you can manage remote computers using SVR:

Create atemporary connection to a remote stand-alone or cluster computer from the local
computer. See “ Creating a temporary remote connection.”

Create aconsolefile. See “Creating a console file” on page 34.
Use the MANAGE command. See " Using the command line interface” on page 37.

Creating a temporary remote connection

If you have SVR installed on aremote computer, you can connect to it from the Replication
Manager window that is open on your local computer. The remote connection is temporary; it
ends once you close Replication Manager.

To create a temporary remote connection:

1

In the scope pane, right—click Replication Manager (L ocal) and select Connect to
another computer.

The Select Computer window opens.
Do one of the following:

»  For Windows 2000, enter the name of the computer or cluster in the Name box
(Figure 3).

n  For Windows Server 2003, enter the name of the computer or cluster in the Enter
object name to select box (Figure 4).

Click OK.

You are now connected to the remote computer. The Replication Manager window shows
all poals, virtual disks, and snapshots avail able on the remote computer.

32
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Figure 3: Select Computer window (Windows 2000)

Select Computer

Figure 4: Select Computer window (Windows Server 2003)
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Creating a console file

You can create a console file to maintain a permanent connection to a remote computer or to
run Replication Manager directly from the MMC interface. A consolefileis the result of
adding a management tool (Replication Manager) to the MMC interface.

Note: In MMC, management tools are called snap-ins.

To create a consolefile:
1. Select Start > Run.
The Run dialog box opens.
2. Inthe Open box, enter nmrt and click OK.
The MMC interface window opens.
3. Select File> Add/Remove Snap-in.
The Add/Remove Snap-in window opens (Figure 5).
4. Inthe Snap-insadded to box, select the folder in which you want to add the snap-in.
5. Click Add.
The Add Standalone Snap-in window opens.
6. Select Replication Manager from the list and click Add.
7. Do one of the following (Figure 6):
» Tomanagetheloca stand—alone computer or cluster, select L ocal computer.

»  To manage another stand—alone computer or cluster, select Another computer and
either enter the name of the computer or cluster or browse for it on the network.

s Refer to the MM C documentation for information about the Allow the selected
computer option.

8. Click Finish.
9. Click Closeto closethe Add Standalone Snap-in window.
10. Click OK to close the Add/Remove Snap-in window.
11. Select File > Save Asto save the consolefile.
The new console file runs within MMC.
Refer to the MM C documentation for more information about console files.
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Add/Remove Snap-in EH |

Standalone | Extersions I

|ze thiz page to add ar remove a standalane Snap-in fram the console.

-~

Shap-ing added ta:

— Dezcription

Add... Hemowve Aot |

k. I Canicel

Figure 5: Add/Remove Snap-in window

Storage Virtual Replicator System Administrator’s Guide 35



Getting Started with Storage Virtual Replicator

Replication Manager

Figure 6: Selecting a computer
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Using the command line interface

You can use ShapMyr , the SVR command line interface, to:

= Manage pools and the virtual disks and snapshots within those pools.
n  Create batch jobs to automate tasks.

You can use the SnapMgr commands to manage local and remote computers and clusters. By

default, you manage the local stand—alone computer or cluster. Refer to the HP OpenView
Sorage Virtual Replicator Command Line Interface Reference Guide for more information.

Table 3 describes the SnapMgr commands.

Table 3: SnapMgr Commands

SnapMgr
command

DRI VES

Description

Shows which drive letters are available to map to virtual
disks and snapshots.

MANAGE

Controls the computer you manage

POOL

Manages pools.

SNAPSHOT

Manages snapshots

UNI TS

Shows which storage units you can use to create a new
pool or add to an existing pool

UTILITY

Enables support for incremental backups of virtua disks

VI RTUALDI SK

Manages virtual disks
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Using SVR with Windows tools

When using SVR with Windows tools, such as Disk Management and Cluster Administrator,
consider the following:

If you have the choice of using SVR or another tool to perform atask, always choose SVR.
For example:

— Use SVR, not Cluster Administrator, to delete a pool in acluster.
— Use SVR, not Disk Management, to map drive lettersto virtua disks and snapshots.

Do not use Windows Explorer to monitor free spacein apool. Windows Explorer does not
recognize pools.

Do not use SVR and Disk Management or Logical Disk Manager simultaneously. It may
cause unpredictable behavior.

Close Logical Disk Manager before you use any SV R management tools.

Do not perform Disk Management tasks, such as mapping drive letters or formatting disks,
on disks that belong to SVR pools.

Do not perform Online Volume Growth or other major disk management operations (such
as defragmenting and disk checking) simultaneously.

Use Device Manager to scan for hardware changes and update disk information before
performing any tasks with Disk Management.

To open Device Manager, right—click My Computer and select Properties > Hardware.
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Managing security and privileges

By default in Windows, the Domain Admins global group is a member of the local
Administrators group on every computer. Any user in the Domain Admins group can use SVR
to manage any computer or cluster in the domain.

Creating a group
To enable users to manage SV R without having the privileges of the Domain Admins group:

1. Create the SWVR Admins group on the domain controller. You must have Domain
Admins privileges to create this group.

2. Add usersto the SWVR Admins group.

3. Add the SWVR Admins group to the local Administrators group on each computer you
want users to manage, including every node in a cluster.

To use Online Volume Growth, you must have Full Control permission at the top level of the
volume you want to grow. By default, administrators have Full Control permission for NTFS
volumes on Windows systems. You do not need to modify this permission unless it has been
explicitly denied.

Managing other domains

You can manage a computer in another domain if:
»  Thedomains are compatible (trust relationship).

= Your user account belongsto the local Administrators group on every computer you want
to manage, including every node in a cluster.
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Using cluster resources
Follow these guidelines when using SV R on a Microsoft Cluster Server (MSCS) system:

When you create poolsin acluster, SVR automatically creates al required groups and
resources. It aso creates the correct dependencies, possible owners, and default properties
so that pools can fail over within the cluster.

For each pool, SVR creates a cluster group named poolnhame Group (where poolnameis
the name you assigned to the pool). It also creates a resource for the pool itself. This
resource has the same name as the pool and has the SCE Pool type.

Do not use Cluster Administrator to create or rename any of these resources. If you do,
you may not be able to access your data.

There are no cluster resources for virtual disks or snapshots. The virtual disks and
snapshotsin a pool automatically appear on the node that owns the pool resource.

Maintain a backup copy of the Cluster Registry in case you heed to perform a system
recovery.

By default, all nodesin the cluster are potential owners of the pool resource. If you want to
restrict the owners of the pool resource, use Cluster Administrator. Refer to the Microsoft
Cluster Administrator documentation for instructions.

After failover, SVR cluster groups do not fail back automatically. To configure agroup for
failback, use Cluster Administrator. See “ Creating poolsin acluster” on page 46 for more
information.
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This chapter describes how to create and manage pools:
= Creating pools, page 42

»  Creating poolsin acluster, page 46

= Using storage unitsin pools, page 47

= Managing pool free space, page 49

= Viewing pool information, page 53

n  Deleting pools, page 57
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Creating pools

When creating pools, consider the following:
= You create pools from unformatted (raw) disks.
»  The number of poolsislimited only by the number of storage units that are available.

m  After you create a pool, SVR marks the storage units as offline so users cannot access
them.

To create apool:

1. From the Replication Manager window, right—click Replication Manager (L ocal) and
select New > Pool (Figure 7).

The New Pool Wizard window opens.
2. Click Next to continue.
The Storage Units window opens (Figure 8).

3. Select the disks you want to use for the pool in the Available storage units box and then
click theright arrow.

In this example, you select Disk 2 and Disk 4. Disk 2 and Disk 4 move to the Selected
storage units box (Figure 9).

The Total capacity field shows the total capacity of the selected disks. The pool capacity
can be amaximum of 10 percent |less than the total capacity, because the internal pool
configuration data uses disk space.

4. Click Next.
The Poal Information window opens.
5. Enter aname for the pool in the Pool name box.

The name can be up to 23 characters and must be different from that of any other pool,
virtual disk, or snapshot on the computer or cluster you are managing. In this example,
you enter RAI D Pool (Figure 10)

6. Select asegment sizefor the pool or accept the default size of 128 KB under Segment size.

The segment size defines the largest virtual disk you can create from the pool and the
largest storage unit you can add to the pool. It aso defines the smallest unit you can copy
out to a snapshot when changes occur on a parent disk.

Note: Once you select a segment size and complete the pool creation, you cannot change the
segment size.

7. Click Next.

The Completing the New Pool Wizard window opens, indicating if the pool creation was
successful. If pool creation fails, this window displays an explanation for the failure.

8. Click Finish.
The Replication Manager window displays the new pool (Figure 11).
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" ReplicationManager - [Replication Manager {Local)]

16870 ME 16369 MB

3jz0/200.,,,
16926 MB 16827 ME  3/20/200...

Figure 7: Replication Manager window
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Storage Units
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Figure 8: Storage Units window
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Mew Pool Wizard

Storage Units
Select the storage units for your pool,

Ayailable starage units:

|t | Capacity | Type
=1Disk 1 16936 MB LOCAL
=iDisk 3 16936 KB LOCAL

1 |

Selected ztorage units:
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=1Disk 2 16936 MB LOCAL
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Figure 9: Storage Units window with selected disks
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Figure 10: Pool Information window
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" ReplicationManager - [Replication Manager {Local)] -0 =|
File Action Wew Help
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Figure 11: Replication Manager window with new pool
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Creating pools in a cluster

When you create poolsin acluster, the pool wizard:

n  Creates acluster group named poolname Group (where poolname is the name for the
pool).

» Creates aresource type called SCE Pool for the pool. The resource has the same name as
the pool.

»  Bringsthe pool group and pool resource online.

Caution: Do not use Microsoft Cluster Administrator to rename the pool resource because
you may not be able to access your data.

Although you should not rename the pool resource, you can rename the pool group. You can
have more than one pool in the group and you can move pools to different groups.

If you create additional resourcesin the group for applications or file shares that depend on
virtual disks or snapshotsin a pool, be sure to set cluster dependency on the pool. Setting
dependency on the pool causes the pool to start up before the application or file share.

Specifying owners for pool resources

When you create poolsin acluster, al nodesin the cluster are possible owners of the pool
resource. However, you can specify which nodes own the resource.

Open the Properties window for the pool resource using Cluster Administrator. You can add or
remove nodes from the list of nodes under Possible owners. Refer to the Microsoft Cluster
Administrator documentation for instructions.

If you remove anode from the list of possible owners, the pool resource and group cannot fail
over to that node. If you want the group to have failover capabilities, specify more than one
possible owner.
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Using storage units in pools

This section describes how to use storage unitsin pools:
= Adding storage units to a pool

= Importing storage units into a pool

= Removing storage units from a pool

Adding storage units to a pool

After you create a pool, you can add storage unitsto it at any time, even if users are accessing
the pool’s virtual disks and snapshots.

When adding storage units to a pool, consider the following:
= A pool may contain up to 12 storage units.

Note: HP recommends that you use a maximum of 10 storage units in a pool in case you need to
migrate data to the pool and import additional storage units.

m  Storage units can be standard single-spindle disks or controller-based, fault-tolerant disk
sets. They can have different capacities and can be from different manufacturers.

m  The maximum physical disk capacity is2 TB.

n  All storage units should have the same read-write, redundancy, and failure characteristics.
For example, al units should be standard disks, or RAID 5 storage sets, or hardware
mirror sets.

= Inacluster, use the disks on the shared storage bus only. Do not use local disks.

n  After you add storage unitsto apool, they are automatically marked as offline so that users
cannot access them.

Storage Virtual Replicator System Administrator’s Guide 47



Managing Pools

Importing storage units into a pool

You can import storage units with active data into a pool without disruption or downtime.
When you import a partitioned storage unit, SVR automatically creates a virtual volume for
each partition in the unit. The applications that used data on the physical unit can continue to
access the data on the virtual disk.

If the physical unit has space available, you can add it to the pool’s free space after importing
the unit. You can then use this additional space to store other data.

When importing storage units into a pool, consider the following:

= Ensure that the pool’s free space is equal to or greater than 1% of the storage unit’s
capacity.

= SVR does not support the FAT file system. If the storage unit you want to import has FAT
partitions, you must convert them to NTFS before you import the unit.

= Inacluster, the storage unit you want to import must be a shared disk and a cluster
resource.

= You can add asingledriveto a RAID set or aLUN that is committed to a pool. However,
you will not be able to use the extra space provided by the drive. To use this space, you
must add the drive to the pool as a separate LUN.

You can add a single drive to the storage systemif it does not interfere with the storage
units that belong to the pool.

Refer to the SVR online help for more information.

Removing storage units from a pool

You can remove storage units from apool if the storage is heeded for other purposes. You can
remove units only if no data has been written to them.

You cannot remove a storage unit from apool if virtual disks are using that unit. Since you
cannot identify which storage units are being used, you should only remove a storage unit that
you have just added to a pool.

Refer to the SVR online help for more information.
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Managing pool free space

This section describes how to manage free space for pools:
= Defining pool free space

= Monitoring pool free space

s Using Windows Explorer

m  Calculating Delspace

Defining pool free space

Pool free space is disk space that is not allocated to virtual disks, snapshots, or internal
configuration data. Free space prevents the pool from becoming full, which may cause failed
writes and data | oss.

If the pool capacity isless than the combined capacity of itsvirtual disks and snapshots, the
pool can becomefull. If apool runs out of disk space, you must do one of the following:

= Add astorage unit to the pool.
m  Delete one or more snapshots or virtual disks.

Caution: Do not delete files to create free space. Deleting files causes segments of data to
be copied out to snapshots, which uses more space in the pool and may cause data loss.

Monitoring pool free space

To manage pools effectively, monitor their free space regularly. It isimportant to know how
much space is gained when you delete virtual disks and snapshots.

Note: Always use SVR to monitor pool free space.

To monitor free space, you can:
m  Check the Free column for a pool in the Replication Manager window (Figure 12).
»  Check the system event log for SVR warnings and errors about pool free space:

— When the free space falls bel ow its threshold (the default is 30 percent), SVR writesa
warning to the log every five minutes.

— When the free space falls below five percent, SVR writes an error to the log every five
minutes.

See “ SVR driver events’ on page 149 for more information.

s Usethe SVR Lifeguard service to control monitoring activities. See “ Setting SVR
Lifeguard policies’ on page 134 for more information.
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,m ReplicationManager - [Replication Manager {Local}] 5 _IEI|5|I
J Ackion  Migw |J =] -i|

im B 2|06 s| B =

Tree I Mame | Tvpe | Capacity | Free | Created |

-f5] RAID Poal
-E5 MNew Pool

EERF'.ID Pool Pool G158 MB 57 MB 3j17z00...
EE Mew Pool  Pool 4079 MB 4073 MB If17fz0o0..,

|Ready ko manage virkual replicatar resources,

Figure 12: Monitoring pool free space

Using Windows Explorer

Do not use Windows Explorer to monitor free space because it does not recognize pools. For
example, if the RAID Pool pool shown in Figure 12 contained one virtual disk and two
snapshots, the following information displays in the Windows Explorer Properties window:

Disk Capacity Space used Free space
VirtualDisk (Z:) 3,000 MB 2,100 MB 900 MB

Snapshot 1 (Y:) 3,000 MB 2,250 MB 750 MB

Snapshot 2 (X:) 3,000 MB 2,000 MB 1,000 MB

Totals 9,000 MB 6,350 MB 2,650 MB

In Windows Explorer, the combined free space on the three disks is 2,650 MB. However, the
actual free space in the pool, as shown in Figure 12, isonly 57 MB.

Deleting files has different effects in Windows Explorer and Replication Manager. For
example, if you deletefilesontheZ: \ drive (VirtualDisk), the amount of free space increases
in Windows Explorer. If you delete files in Replication Manager, the free space does not
change because deleting files does not gain pool space.

50
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Calculating Delspace
The Delspace of avirtual disk or snapshot is the amount of pool free space gained when you
delete avirtual disk or snapshot. This section describes the following topics:
n  Virtua disk Delspace
m  Snapshot Delspace

Virtual disk Delspace

To view the Delspace of all virtual disksin apool, select the pool in the scope pane of the
Replication Manager window. The results pane shows the details for al virtual disksin the
pool (Figure 13).

The Delspace of each virtual disk is equal to zero or the capacity of thevirtual disk. If avirtual
disk contains snapshots, the Delspace is zero because you cannot delete the virtual disk if it
contains snapshots. After you del ete the snapshots, you can delete the virtual disk. The
Delspace of the virtual disk then changes from zero to the capacity of the virtual disk.

i ReplicationManager - [Replication Manager {Local),RAIDPool]

[ JHoDat.. virtualDisk 1500 MB 0 ME 3j20/200.,,,
[ Jaccoun... virtual Disk 4000 MB 4000 ME 3j20/200...

Figure 13: Viewing the Delspace of virtual disks

Storage Virtual Replicator System Administrator’s Guide 51



Managing Pools

Snapshot Delspace

The Delspace of a snapshot is the amount of space used exclusively by that snapshot.

To view the Delspace of a snapshot, select the virtual disk for the snapshot’s family in the
scope pane of the Replication Manager window. The results pane shows the details for all
snapshots in the family.

In Figure 14, the Delspace for the Accounts Mon snapshot is 450 MB. If you delete Accounts
Mon, the free space in the pool increases by 450 MB.

When del eting snapshots to increase free space, consider the following:

If there is only one snapshot in afamily, the Delspace is the amount of space that the
snapshot is using in the pool.

If there are two or more snapshots in afamily, the snapshots can share disk space. You
cannot determine how much space each snapshot uses.

If you delete two snapshotsin afamily, you can gain more space than the sum of their
Delspaces.

For example, in Figure 14, if you del ete both snapshots, you gain 1,000 MB of space even
though the sum of the Delspaces is 624 MB. The difference between the free space you
gain (1,000 MB) and the sum of the Delspaces (624 MB) is the amount of disk space that
Accounts Mon shared with Accounts Tue (376 MB). If you delete Accounts Mon, the
Delspace for Accounts Tue increases by 376 MB (174 MB to 550 MB), which isthe
amount of disk space that was shared between the snapshots and is now used exclusively
by Accounts Tue.

i ReplicationManager - [Replication Manager (Local)] 3 O] x|
| ation wew || & = |[BE | XEFDE 2| iﬂiﬂ@|.|_‘|

Tree I Mame | Type | Capacity | Delspace | Created |
El@ RAID Poal ;I @Accnun... Snapshot 4000 MB 450 ME 317200,

C - HO Data v @Accnun... Snapshiat 4000 ME 174MB  3f17/z00,.,

El% Accounts (210
- ﬁ Accounts Mon (M)

: - ﬁ Accounts Tue (T:)

il E= Mew Panl

4 | » 4| | |
| |

Figure 14: Viewing the Delspace of snapshots
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Viewing pool information

You can view summary information for pools using Replication Manager and detailed
information using the Properties window. This section describes the following topics:

Using Replication Manager
Using the Properties window

Using Replication Manager

Theresults panein the Replication Manager window displays the following information for all
pools on a stand—al one computer or cluster:

Name—The name of the pool.

Type—ThevaueisPool .

Capacity—The capacity of the pool, rounded up to the nearest megabyte.

Free—The amount of available pool free space, rounded down to the nearest megabyte.
Created—The date on which the pool was created.

Owner—The name of the cluster node that owns the pool resource. Thisinformation is
not displayed for a stand—alone computer.

Note: In clusters, Replication Manager does not show pools that are offline.

Using the Properties window

To view specific information for a pool, right—click the pool and select Properties. The
Properties window opens (Figure 15).

The Properties window contains four tabs:

Gener al—Displays general pool information. See page 54 for details.

Stor age Units—Displays information about the storage unitsin the pool. See page 55 for
details.

Statistics—Displays statistical information about the pool. See page 56 for details.
Policy Editor—See “Using Policy Editor” on page 137 for more information.
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The General tab displays the following information:

Type—ThevaueisPool .

Status—The status of the pool. Valuesare Onl i ne, Onl i ne Pendi ng, and
O fline.

Capacity—The capacity of the pool.
Free space—The amount of free space available in the pool.

Segment size—The segment size of the pool. A segment is the smallest unit of data that
can be moved during a copy-out operation.

Created—The date on which the pool was created.

M odified—The date on which the pool last modified (that is, the date on which a storage
unit was added to the pool).

RAIDPool Properties

RalDPool
Type: Pool
Status: Fool Online
Capacity: J3838 MB
Free space: 28336 ME
Segment zize; 128 KB
Created: Thureday, barch 20, 2004 3:37:30 P
b odified: Thurzday, March 20, 2004 3:37:30 P

Cloze |

Figure 15: Properties window
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The Storage Units tab (Figure 16) displays the following information:

»  Unit—The disk number of the unit. In a cluster, the disk number is from the node that
owns the pool resource. The disk number may change when you restart the computer or
when the pool resource fails over in the cluster.

n  Capacity—The capacity of the storage unit.

n  Type—Thetype of storage unit. Thevalueis Shar ed for adisk in acluster that ison a
shared storage bus and can be seen by every nodein the cluster. ThevalueisLocal fora
physical disk that is attached to a stand—alone computer.

RAIDPool Properties L 21 x|

................. "

General | Storage Urits | Statistics | Policy Editor |

.........................

Storage units in the pool

Unit | Capacity | Type I
&= Disk 4 17360 MB LOCAL
& Digk 7 4087 ME LOCAL

&dd Unit ... Hemaove it

Close

Figure 16: Storage Units tab
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The Statistics tab (Figure 17) displays the following information:
» Readsreceived—The number of read requests the pool received.

s Readsissued to disk—The number of read requests the pool issued to disk, including
read requests caused by copy-outs and split reads.

n  Split reads—The total number of read requests that were divided into two or more
regquests because the original request crossed a segment boundary, and the next segment
was not contiguous with the current segment.

n  Writesreceived—The number of write requests the pool received.

n  Writesissued to disk—The number of write requests the pool issued to disk, including
write requests caused by copy-outs and split writes.

n  Split writes—The total number of write requests that were divided into two or more
requests because the original request crossed a segment boundary, and the next segment
was not contiguous with the current segment.

n  Copy-outs—The number of segments that were copied to preserve data for snapshots.

These counters are reset to zero when the computer restarts or, in a cluster, when the pool fails
over.

RAIDPool Properties x|

................. Y

Eeneral] Storage Units | Stabishics | Policy Editor

..........................

~ Read Operations
Reads received: 2139
Reads issuedtodisk: 2139
Spilit reads: 1]

—Write Operations
Wiites received: 1293
Wites issued to disk: 1270
Split wntes: 15
Copy-outs: 15

Figure 17: Statistics tab
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Deleting pools

Deleting a pool frees up its storage units and brings them online so that you can access them.
You can use the storage units to create a new pool, or you can partition and format them and
use them as physical disks.

Deleting a pool automatically deletes the pool resource and the pool group, if the group
contains no other resources.

Refer to the SVR online help for more information.

Note: You cannot delete a pool if it contains virtual disks or snapshots.
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This chapter describes how to create and manage virtual disks:

Creating virtual disks, page 60
Mapping drive letters, page 68
Formatting virtual disks, page 69
Defragmenting virtual disks, page 70
Viewing virtual disk properties, page 71
Restoring virtual disks, page 75
Deleting virtual disks, page 78

Growing virtual disks, page 79

Note: If there are two ways to perform a task—using Replication Manager or another tool-always
use Replication Manager. For example, use Replication Manager to map drive letters to virtual disks,
not Disk Management.
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Creating virtual disks
When creating virtual disks, consider the following:

You can only create virtual disks after you create a pool.
You can create a maximum of 12 virtual disks for each pool.

Virtual disks use space from the entire pool. You cannot specify which storage unit a
virtual disk uses.

Virtual disks function the same as physical disks, enabling you to meet the disk space
requirements of your users and applications.

The virtual disk capacity must be a minimum of 10 MB and a maximum of 2 TB. The
capacity is determined by the pool’s free space, segment size, and policies.

There are no cluster resources for virtual disks or snapshots. The virtual disks and
snapshots in a pool are displayed on the node that owns the pool resource.

Note: If the drive letter you map to the virtual disk is not available when the pool fails over (because
the drive letter was assigned to a partition on the second node), SVR dismounts the drive letter and
reassigns it to the failed over volume.
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To create avirtual disk:

1. Inthe scope pane, right—click the pool and select New > Virtual Disk.
The New Virtual Disk Wizard window opens.

2. Click Next.

The Virtual Disk Information window opens (Figure 18).

MNew Yirtual Disk Wizard

Yirtual Disk Information

Pleaze provide a name and capacity for the new virbual dizk.

— Pool
I are: RalDPocl
Free space: 33837 ME
— Mew Wirtual Dizk
M arne: IH O Data
Capacity: I'I R00 I ME j

irtual digk. capacity cannot exceed the free space in the pool.

Figure 18: Virtual Disk Information window

¢ Back I Mest > I

Cancel
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3. Enter the name of the virtual disk in the Name box and click Next.
4. Enter the size of the virtual disk in the Capacity box and click Next.
The Drive Letter Assignment window opens (Figure 19).

Mew Yirtual Disk Wizard

Drive Letter Assignment
'ou muzt map a dive letter o the virtual dizk before it can be formatted.

% hap drive letter IM:IT

£~ Mount thiz wolume at an empty folder that supportz drive paths:

Browze |

™ Do not azsign a drive letter or drive path

¢ Back I Hest > I Cancel

Figure 19: Mapping a drive letter
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5. Do one of the following:
n  Select Map driveletter and choose the drive letter you want to map to the virtual disk
(Figure 19).
Choose a drive letter near the end of the alphabet to ensure it is not allocated to
another disk. See “Mapping drive letters’ on page 68 for more information.

= Select Mount thisvolume at an empty folder that supportsdrive paths. Click
Browse and choose an empty folder on an NTFS volume on which to mount the drive
(Figure 20). Click OK.

Refer to the SVR online help for best practicesin creating mount pointsin a clustered
environment.

Mew Yirtual Disk Wizard

Drive Letter Azzsignment i
'ou muzt map a drive letter bo the wirtual disk before it can be formatted.

Figure 20: Mounting a volume

Storage Virtual Replicator System Administrator’s Guide 63



Managing Virtual Disks

6. Click Next.
The window that opens depends on the option you selected in step 5.

= | you selected the mount option, the Completing the New Virtual Disk Wizard
window opens, indicating if the virtual disk creation was successful. If virtual disk
creation fails, this window displays an explanation for the failure.

= |f you selected the map option, the Format Virtual Disk window opens (Figure 21).
Select Yes to format the virtual disk. See*Formatting virtual disks’” on page 69 for
more information.

Mew Yirtual Disk Wizard

Format Yirtual Disk
Select whether ar not b format the virtual disk, now.

Do you want ko farmat the new virkual dizk oo’

If your chooze Mo, vou can farmat it later.

v ies Allocation it size | Default j
 HNo * . Allozation unit zize defines the zmallest amount of dizk zpace that iz
\ l) allocated ko hold a file. To ensure the highest efficiency for gtoring

infarmatio, it ie gtrongly recommended that you accept the default
allocation unit size.

< Back I Mewt > I Cancel

Figure 21: Formatting a virtual disk
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7. After formatting the disk, click Finish on the Completing the New Virtual Disk Wizard
window.

8. Inthe scope pane, select the Replication Manager (Local) folder (Figure 22).

The new virtual disk (HQData) is displayed under RAIDPool in the scope pane. In the
results pane, the pool’s free space is now 32,337 MB. The free space decreased by 1,500
MB, which is the capacity of the virtual disk you just created.

i ReplicationManager - [Replication Manager {Local)] e O] x|

File  Action Wiew Help

mHRE2|Ga a8 =

kion Manager (Local) Mame | Tvpe | capacity | Free | created |
=3 RAIDPaol f3ralDPoal Paol 33EITME  3EIIFME  3/20/z00...
- B Hopata 3 poalt Pool 16919MB  8962MB  2/24/200...

@ pooll

|Read~;.-' ko manage virtual replicator resources.

Figure 22: Viewing the new virtual disk
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9. From the Windows desktop, open My Computer.
The new virtual disk is displayed with drive letter (v) and volume label (HQ Data).
10. Copy the Personal folder and thernryfi | e. t xt fileto the new virtual disk (Figure 23).

J File Edit ‘“iew Fawarikes  Toals  Help |

J o Back ~ = - | B search [ Folders  CHHistory ||:B 5 X v | -

J.ﬁ.ddress = v, j Pao
— . — T
L - =
e Personal rivFile, bk
HQ Data (V:)
a myfile.txt - Notepad _ O]

File Edit Format Help

The quick brown fox jumped over the lazy cow.

==

Figure 23: Copying a folder and file to the virtual disk
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11. Click thevirtua disk in the My Computer window. The status bar at the bottom of the
window shows a disk capacity of 1.46 GB (.04 GB is used by the file system for internal
configuration data) and 1.45 GB of free space (Figure 24).

12. For amounted virtual disk, open Windows Explorer and accessthev: \ drive. The new
virtual disk is displayed as a mounted drive (v: \ HQ Dat a).

Refer to the SVR online help for more information.

E My Computer !IEI E

J File Edit Miew Favarites Toals  Help |

J SBack + = - | fsearch  [YFolders  CH#History | 5 EE ™ | Ee-

J Address I@l My Computer j 'PG':'
-1 b = -
@ = =

L 314 Floppy  QL_DOS(C  Compack Disc
My Computer (A (D:)
HQ Data (¥:)
Local Disk Conteal Panel
Capacity: 1.46 GE
O used: 10.0 MB
[ Free: 1.45 G
[
Free Space: 1.45 GE, Capacity: 1.46 GE | |@l My Compuker i

Figure 24: Viewing the virtual disk from My Computer
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Mapping drive letters

During system startup, drive letters are automatically allocated from the beginning of the
alphabet. The pool does not come online until later in the startup sequence. Therefore, if you
selected adrive letter for a pool near the beginning of the alphabet, the drive letter may be
allocated to another disk and will not be available for the virtual disk. In acluster, if the drive
letter is not available when the pool fails over to another node, no drive letter is mapped to the

virtual disk.

Note: Use SVR, not Disk Management, to map or unmap drive letters to virtual disks.
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Formatting virtual disks

Note: You must map a drive letter to a virtual disk before you format it.

When you format a virtual disk, you can change the following NTFS disk parameters:

»  Allocation unit size—The smallest amount of disk space that can be allocated to afile.
SVR setsthe default size to 4 KB to minimize the amount of |ost space and the amount of
fragmentation on the volume. HP recommends that you use the default size.

= Volume label—The name Windows uses to identify the virtual disk. If you change the
volume label, it does not change the name of the virtual disk in SVR.

If you use Disk Management to format a virtual disk, ensure that you choose the NTFS file
system. SV R does not support the FAT file system.

é Caution: Do not use Disk Management to repartition a virtual disk; it may cause data loss.

See the SVR online help for more information.
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Defragmenting virtual disks

When you defragment a virtual disk, you consolidate the space used by the files on the disk.
This results in data being moved around on the disk.

If you defragment avirtual disk that contains a snapshot, moving the data causes copy-out
operations. Although the data does not change, the contents of sectors on the disk change
because the data is moving to new locations on the disk, resulting in unnecessary copy-out
operations that degrade performance and waste disk space. To avoid this, delete all snapshots
on avirtual disk before defragmenting. See “ Snapshots overview” on page 82 for more
information.

Note: Because of a Windows restriction, you cannot defragment a virtual disk that has an allocation
unit size greater than 4 KB. Accordingly, SVR uses 4 KB as the default allocation unit size. See
“Formatting virtual disks” on page 69 for more information.
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Viewing virtual disk properties

You can view information about virtual disks using Replication Manager or My Computer in
Windows. This section describes the following topics:

Using Replication Manager
Using My Computer

Using Replication Manager

To view information about a virtual disk in Replication Manager, select a pool in the scope
pane. The results pane shows the following information:

Name—The name of the virtual disk. The drive letter that is mapped to the virtual disk is
shown in brackets.

Type—ThevalueisVirtual Di sk.
Capacity—The capacity of the virtual disk.

Delspace—The amount of space you gain in the pool if you delete the virtual disk. The
Delspace value is equal to the capacity of the virtual disk. If the virtual disk contains
snapshots, the value is zero.You cannot delete avirtual disk if it contains snapshots.

Created—The date on which the virtual disk was created.
Family—The family to which the virtual disk belongs.

Owner—The name of the cluster node that owns the pool resource. Thisinformation does
not display for a stand—alone computer.
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To view additional information about a virtual disk, right-click the virtual disk and select
Properties. The Properties window opens (Figure 25).

The Properties window has three tabs:

»  General—Displays the same information as Replication Manager. It shows the pool to
which the virtual disk belongs, and the disk number and drive letter of the virtual disk.

»  Scheduled Tasks—Lists any tasks that have been scheduled for the virtual disk. See
“Scheduling wizards’ on page 121 for more information.

»  Disk Map—Shows how the virtual disk maps to the physical disk (Figure 26).

HQData (¥:) Properties e dpS

HOData

Type: ‘irtual Disk

Capacity: 1500 MB

Delspace: 0 MB

Disk number: 11 Drive letter:  V:
F amily: 0

Created: 4/26/2004 £:36:16 PM

Poal: RAIDPool

Close

Figure 25: Properties window
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HQData (¥:) Properties

Unithumber | Capacktyinm

Figure 26: Disk Map window
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Using My Computer

Virtual disks are displayed asiconsin the My Computer window. Right—click avirtual disk
and select Propertiesto display the Properties window for the virtual disk (Figure 27).

The General tab displays the following information:

» L abel—The name Windows uses to identify the virtual disk. If you change the label, it
does not change the name of the virtual disk in SVR.

»  Type—Thetype of disk.

n  Filesystem—Thefile system for this volume.

»  Used space—The amount of virtual disk space currently being used.

n  Free space—The amount of virtual disk space currently available.

n  Capacity—The total capacity of the virtual disk.

»  Drive—Thedrive letter to which the virtual disk is mapped.

The Virtual Disk tab shows the same information as the SVR Properties window (Figure 25).

HQData (¥:) Properties

Figure 27: Properties window (My Computer)
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Restoring virtual disks

When data on avirtual disk is corrupted, you can restore the virtua disk from a tape backup.
You can also use SVR to restore virtual disks. This section describes the following topics:

= Using SnapBack

»  Restoring virtual disks manually

Using SnapBack

You can use SnapBack to restore virtual disks automatically. SnapBack deletes all data from
the virtual disk and replacesit with the snapshot’s data. Using a snapshot to recover data
prevents copying afile to atemporary location and consuming disk space.

Note: If data on the virtual disk changes between the time you made the snapshot and the time you
perform SnapBack, the new data will be lost.

SnapBack performs the following tasks:

s Maps and remaps drives.

n  Copiesfiles.

n  Deletes old snapshots or virtual disks.

SnapBack retains the source snapshot but deletes any snapshot that is older than the source
snapshot. This ensures:

» Integrity of the data on the restored virtual disk.
n  Consistency between the virtual disk and subsequent snapshots.

The duration of the SnapBack process may vary, depending on factors such as the amount of
data on the snapshot, the number of storage unitsin the pool, and your hardware configuration.
See " SnapBack scenario” on page 76 for more information.
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SnapBack scenario

In this scenario, avirtual disk is corrupted during software testing. Table 4 shows the result of

using SnapBack in a hardware and software environment indicated.

Table 4: Using Snapback

Using SnapBack

Configuration

HP StorageWorks ProLiant server
RA4200 SCSI controller

External storage array with fourteen 18.2 GB
drives

512 MB memory
Two 500 MHz processors

SVR setting

Pool: 242 GB capacity

One virtual disk (vdi sk_1): 122 GB total
capacity; 60 GB used

One snapshot (snap_1) of the virtual disk

Event

Install new software for testing purposes on
vdi sk_1, write an additional 60 GB of data.
(snap_1’ s Delspaceincreasesto 60 GB.)

The software corrupts the dataon vdi sk_ 1.

Response

Start SVR, select snap_1, and run SnapBack.

vdi sk_1 isrestored with the 60 GB of data
from snap_1. The operation takes five hours.

Note: SVR does not restore the 60 GB of data
that was written to vdi sk_1 after the snapshot
was created. That datais lost.
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Restoring virtual disks manually

SnapBack is the most direct way to restore avirtual disk. However, if you want to perform a
manual restore, use one of the following methods:

»  Method 1—Unmap the drive letter of the virtual disk and map that drive letter to an
existing snapshot of the virtual disk. Thisisthe quickest method of the three, but it makes
the original virtual disk an orphan. It also requires more pool space and reduces
performance because of additional copy-outs.

»  Method 2—Assign adrive letter to an existing snapshot and copy files from the snapshot
to the virtual disk. Create a new snapshot of the virtual disk, then delete the old snapshot.
This method is best for restoring files that have been deleted or corrupted.

s Method 3—Create anew virtual disk and copy files from an existing snapshot to the new
virtual disk. When the copy is complete, delete the old virtual disk and al of its snapshots.
This method is the manual equivalent of SnapBack and can be used to restore an entire
volume. However, this method consumes more space temporarily because there are two
virtual disk requiring pool space. To conserve disk and pool space, use SnapBack.
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Deleting virtual disks

If you no longer need avirtual disk, you can delete it to increase the space in the pool.
When deleting virtual disks, consider the following:

» Deleting avirtual disk deletes all data on the disk. If the virtual disk contains data you
want to keep, back up the datafirst.

= You cannot delete avirtual disk that contains snapshots.

n  After you delete avirtual disk, be sure to delete any scheduled tasks for the disk. If you
reuse a virtual disk name, the scheduled tasks will run on the new virtual disk.

Refer to the SVR online help for more information.
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Growing virtual disks

SVR provides an Online Volume Growth (OVG) wizard that |ets you increase the capacity of
virtual diskswithout having to restart the computer. See“ Online Volume Growth” on page 105
for more information.

Note: You cannot use OVG to grow virtual disks that have associated snapshots. Before growing a
virtual disk, you must delete all of its snapshots.
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This chapter describes how to create and manage snapshots:

Snapshots overview, page 82

Creating snapshots, page 85

Best practices, page 93

Scheduling snapshots, page 94

Viewing snapshot information, page 95

Using snapshots for backup and restore, page 97
Deleting snapshats, page 98

Note: If there are two ways to perform a task—using Replication Manager or another tool—always
use Replication Manager. For example, use Replication Manager to map drive letters to snapshots,
not Disk Management.
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Snapshots overview

A snapshot isadisk in apool that you create by making avirtual copy of another disk, called
the parent disk. You can create a snapshot of either avirtual disk or another snapshot. The
original virtual disk, all of its snapshots, and all snapshots of those snapshots are known as a
family. You can have up to 12 snapshots in each family.

Creating a snapshot is instantaneous because you do not actually copy any data. When you

first create the snapshoat, it holds exactly the same data asits parent disk, so thereis no need to
make a physical copy of the data. The snapshot uses disk space if you write datato the original
virtual disk or the snapshot itself. See “Using disk space for snapshots’ for more information.

Creating asnapshot flushes thelocal system cache. Any datain the cache that has not yet been
written to the parent disk is flushed to disk before the snapshot is created.

Snapshots are useful when you need a quick copy of your production data without disrupting
applications. You can use snapshots to do online backup and restore, test new applications, or
populate your data warehouse or web server.

Volume Shadow copy Service

Volume Shadow copy Service (VSS) is afeature of Microsoft Windows Server 2003 that
provides a general infrastructure for creating point-in-time copies of dataon avolume. You
can use SVR to create VSS snapshots on a Windows system. Refer to the Microsoft Volume
Shadow copy Service documentation for more information.
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Using disk space for snapshots

Initially, a snapshot shares the same physical disk space asits parent. If you create, modify, or
deletefiles or directories stored on the snapshot or parent disk, SVR must first copy the
existing data before changes are made. This operation is called a copy-out.

When a copy-out occurs, the snapshot uses disk space in units called segments. A segmentisa
fixed-size unit of contiguous bytes of disk space. You set the segment size when you create a
pool (see“Managing Pools’ on page 41). Each copy-out operation uses a segment of disk
space in the pool.

For example, you create a snapshot that containsafilecalled snal | . dat Itisidentical to the
smal | . dat file on the parent disk. Both files share the same disk space (Figure 28).

Parent Snapshot
(=) (=)

M Data for SMALL.DAT

Figure 28: Example of a new snapshot using disk space

You then write data to the parent disk'ssnal | . dat file. Before the datais changed, SVR
creates a separate physical copy of the old data (copy-out operation). SVR then updates the
parent disk with the new data (Figure 29).

ﬁ @ @ User writes to
parent's SMALL.DAT

» )
Copy parts of file
B, \qthat change

Figure 29: Copy-out operation
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The snapshot'ssnal | . dat file containsthe old data and the parent disk'ssmal | . dat file
contains the new data (Figure 30). Becausethesmal | . dat fileissmall, it can be copied as
one 128 KB segment. For larger files, the modified data is copied in multiple segments.

Parent Snapshot
(=) (=)

‘ Data for new SMALL.DAT

W Data from old SMALL.DAT

Figure 30: Disk space usage after copy-out

If the same segment of thesmal | . dat fileischanged again, SVR does not have to create
another copy. The snapshot has a copy of the original segment, which does not change;
therefore, there is no need to copy it again.
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Creating snapshots

When creating snapshots, consider the following:
= You can only create snapshots after you create a virtual disk.

= Do not create snapshots when there is heavy 1/0 activity on the virtual disk. Doing so can
increase the time needed to create the snapshot.

= When using advanced applications, such as database products, you must assess the
application’s requirements for data consistency. Before you create snapshots, you may
need to pause the application to ensure data consistency.

To create a snapshot:

1. Inthe scope pane, right—click avirtual disk and select New > Snapshot.
The New Snapshot Wizard window opens.

2. Click Next.

The Snapshot Information window opens (Figure 31).

MNew Snapshot Wizard x|
Snapshot Information
Fleaze provide a name for the new snapshat,
— Parent
M amne: HOData
Capacity: 1500 MB

— Mew Snapshaot
Marmne: HOD ataSnapshot

< Back I Mewt > I Cancel

Figure 31: Snapshot Information window
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3. Enter aname for the snapshot in the Name box and click Next.
The Drive Letter Assignment window opens.
4. Do one of thefollowing:

n  Select Map driveletter and choose the drive letter you want to map to the snapshot
(Figure 32). Mapping drive letters is the same for snapshots and virtual disks. See
“Mapping drive letters” on page 68 for more information.

By default, the volume label for the snapshot is the same as that of the parent disk. To
differentiate this snapshot from other snapshots and the parent virtual disk, edit the
name in the Volume Label box.

s Click Mount thisvolume at an empty folder. Click Browse and choose an empty
folder on an NTFS volume to mount the drive (Figure 33). Click OK.

n  Select No drive letter. The snapshot remains offline until you map adrive letter or
create a mount point to it.

5. To create aVSS snapshot, select Enable Volume Shadow Copy. This option only
displaysif you are using Windows Server 2003.
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Mew Snapshot Wizard

Drive Letter Assignment
'ou muzt map a dive letter o the snapzhot before it can be formatted.

Figure 32: Mapping a drive letter
Mew Snapshot Wizard

Drive Letter Assignment
You muzt map a drive letter to the snapshot before it can be formatted.

= yolume Latel

W-SHOD ata

Figure 33: Mounting a volume
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6. Click Next.
The Completing the New Snapshot Wizard window opens.
7. Veify that there are no error messages and click Finish.
8. Open Replication Manager.
The new snapshot is listed under its parent virtual disk in the scope pane (Figure 34).

Figure 34: Viewing the new snapshot
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9. Open My Computer to view the new snapshot.

10. Click the snapshot to view its free space and capacity in the bottom status bar (Figure 35).
It has the same free space as its parent disk because it contains the same files.

@:. My Computer !EI

J File Edit ‘“iew Favorites Tools Help |
J Back ~ = - | fhsearch [YFclders £ History | [ 02 % v | EH-
J.ﬁ.ddress IEEJ, My Computer j Pan

" & = & N

e 34 Floppy QL _DOS{C:)  Compack Disc
My Computer (A:) (D)
HQ) Data Snapshot (5:) g
Local Disk, HQ Data |:'|,|'::|

Control Panel

Snapshok (500

Capaciky: 1,46 GB
[ Used: 10.0 MB

O] Free: 1.45 GE

w |

Free Space: 1.45 GE, Capacity: 1.46 GE | |@l My Compuker

Figure 35: Viewing the snapshot from My Computer
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11. Deletethenyfi |l e. t xt file onthe parent disk (Figure 36).

J File Edit Wiew Favorites Tools Help |

J ¢SBack « = - | @Search 0, Folders @Histnry ||:|5_—T [E » w3 | E-

J.ﬁ.ddress =R j WGD
L=, ] 7
g I—i Open
i Personal Prink
HQ Data (V:) Open ‘With, ..
Send To 3
myfile.txt
Text Document cut
Modified: 3/17/2000 12:32 PM Copy
Size: 49 bytes Create Shorkcut
; Delete
Attributes: (normal) Rename
Properties
Deletes the selected items. Y

Figure 36: Deleting the myfile.txt file on the parent disk
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Thenyfil e.t xt filestill exists on the snapshot (Figure 37).

J File Edit Miew Favarites Tools  Help |
J SBack « = - | fhsearch (YFclders  CHHistory |[|5' 5 % | EH-
J.ﬂ.ddress = 51, j Pao
— T — e T
Ersall |
T==7 @& &
e Personal rryFile, Exk
HQ Data Snapshot
(5:)
a myfile.txt - Notepad =]
myfile.txt File Edit Format Help
Tewxk Docurnent
Madified: 3{17/2000 12:32 FM ) )
The quick brown fox jumped over the lazy cow.
Size: 49 bytes
attributes: {normal)
Type: Text Document Size: 49 bykes |49 bytes |@l My Compuker i

Figure 37: Viewing the myfile.txt file from the snapshot
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12. Open Replication Manager and verify the pool’s free space. The free space remains the
same because the snapshot is not using disk space (Figure 38).The only update that
occurred on the disk was an update to the file system tables, which uses very little space.

i ReplicationManager - [Replication Manager {Local)]

" 16870 MB 16869 ME 3fzofz00..,
a 4 Pool 16925 MEB 16827 ME 3fz0/200...
a RAIDPool ool . 335833 MB 3Z337 MB 3fz0fz00...

- RAIDPool
{7 HQDaka (v:) ,
- HQDatasnapshot (5:)

Figure 38: Verifying the pool’s free space
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Best practices
To ensure optimum system performance, HP recommends that you avoid keeping snapshots
for long periods of time if data changes frequently.

When data on a parent disk changes, segments are copied out to each of the parent disk’s
snapshots. SV R tracks copy-outs by associating an address with each segment of data. During
startup, SVR pools "rebind" by reestablishing these address connections. The rebinding
processis usualy quick, but can take longer if the snapshots have large amounts of changed
data (copy-outs).

You should not consider SV R snapshots your only means of backup. HP strongly recommends
that you use SVR in conjunction with a standard backup tool, and that you follow these
guidelines:

= Avoid keeping snapshots for long periods of time if there are many changes to the data.
s Use standard backup tools to back up your snapshots.
n  Delete snapshots promptly after backing them up.

See “Using snapshots for backup and restore” on page 97 for more information on the best
practices for using snapshots to back up virtual disks. See “Exceptions’ on page 26 for
additional guidelines.

Using VSS snapshots

When creating V SS-assisted snapshots, consider the following:

m Each VSS-assisted snapshots takes approximately one and a half minutes to create during
normal 1/O activity on the parent disk.

s Do not create V SS-assisted snapshots during heavy 1/O activity on the parent disk.

»  Applications can register themselves as writers with the VSS infrastructure and can
participate in the VSS snapshot creation. Before creating a V SS-assisted snapshot, ensure
that the writer statusis Stable; if not, the snapshot creation may fail.

To check the writer status, open a command prompt window and enter:
“vssadmin list witers”
= Do not create V SS-assisted snapshots with SV R and Windows Shadow Copies

simultaneously. The snapshot or the Shadow Copy will fail.
Snapshots in a cluster

SVR does not create cluster resources for snapshots as it does for pools. The snapshotsin a
pool automatically appear on the node that owns the pool resource.
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Scheduling snapshots
You can the SVR Task Scheduling wizards to schedule snapshots of virtual disks or other
snapshots. See “ Scheduling Tasks” on page 119 for more information.

You can also use the Smar t Snap utility to specify the number of snapshots maintained for a
virtual disk. Refer to the HP OpenView Storage Virtual Replicator Command Line Interface
Reference Guide for more information.
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Viewing snapshot information

You can use Replication Manager to view information for snapshots. When you select avirtual
disk in the scope pane, the results pane displays the following information for each snapshot in
the family:

Name—The name of the snapshot. The drive letter mapped to the snapshot is shown in
brackets.

Type—Thevaueis Snapshot .

Capacity—The capacity of the snapshot. The file system uses this value. For example,
Windows Explorer uses this value to display the snapshot’s size. Capacity al so represents
the maximum pool space the snapshot can use if you modified the entire contents of the
snapshot or the parent disk.

Delspace—The amount of space you will gain in the pool if you delete the snapshot. The
value of Delspace isthe amount of pool space used exclusively by this snapshot, not space
that is shared with other snapshots in the family.

Created—The date on which the snapshot was created.
Family—The family to which the snapshot belongs.

Owner—The name of the cluster node that owns the pool resource. Thisinformation does
not display for a stand—alone computer.
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To view additional information about a snapshot, right—click the snapshot and select
Properties. The Properties window opens (Figure 39).

The Properties window contains two tabs:

»  General—Displays the same information as Replication Manager. It shows the pool to
which the snapshot belongs and the disk number and drive letter of the snapshot. The disk
number may change when you restart the computer or when the pool resource fails over

within the cluster.

»  Scheduled Tasks—Liststasks that have been scheduled for the snapshot. See* Scheduling
wizards’ on page 121 for more information.

HQDataSnapshot {R:) Properties : S

A

Capacity:
Delspace:

Dizk number:

F annily:
Created;
Poal:

HOD ataSnapshot

Snapshot
1500 MB
0 MB

12 Drive letter:  R:
0

4/26/2004 7:16.03 PM

RAIDPool

Close

Figure 39: Properties window
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Using snapshots for backup and restore

To use a snapshot to back up avirtua disk:

Stop the application.

Create a snapshot.

Restart the application.

Back up the virtual disk.

Delete the snapshot created in step 2.

To automate this process, you can:

»  UseShapMyr to create batch jobs and automate backups.

»  Usethe Snapshot for Backup wizard. The wizard sends an e-mail or pager notification
when the backup is complete.

a s~ w DN e

Refer to the SVR online help for more information.

Using snapshots to restore virtual disks
You can use snapshots of virtual disksto restore individual files or the entire volumeiif the disk
is corrupted. See “Restoring virtual disks’ on page 75 for more information.

Other backup and restore solutions

The HP storage web site contains information about using snapshots for backups and restores
in specific applications, such as Microsoft Exchange. For more information, go to
http://h18000.www1.hp.com/products/sanworks/vr/index.html.
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Deleting snapshots

You can del ete a snapshot that you no longer need to gain space in the pool. The pool's free
space increases by the snapshot's Del space.

When deleting snapshots, consider the following:

n If the snapshot shares disk space with another snapshot, the Del space of the other snapshot
increases by the amount of this disk space.

n If the snapshot is the only snapshot in the family, the Delspace of the family's virtual disk
increases from zero to the capacity of the virtual disk. If you delete the virtual disk, its
Delspace becomes the same as its capacity.

»  Deleting a snapshot deletes all data stored on the snapshot, but does not affect the data
stored on its parent disk or any other disksin the family.

= After you delete a snapshot, del ete any scheduled tasks for the snapshot. Otherwise, if you
reuse the snapshot name, the old tasks will run on the new snapshot.

See “ Scheduling Tasks” on page 119 and “Managing SVR Palicies’ on page 135 for more
information about deleting snapshots.
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This chapter describes how to use the data migration wizard:
»  Overview, page 100

»  Guidelines, page 101

= Using the Data Migration wizard, page 102
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Overview

The Data Migration wizard enables you to move data from one physical disk to anotherin a
pool without affecting the virtual storage environment. For example, you can migrate datato
new, higher-performance disks without deleting the pool or virtual disks and while
maintaining 1/0 access to the pool. When data migration is complete, you can remove the old
disks. You can also migrate data from multiple small disksto one large disk.

take a long time to complete, depending on the size of the data being migrated. Use the
Disk Map feature to determine the size of the virtual disk residing on the source disk being
migrated.

i Caution: HP strongly recommends that you plan data migration properly. The process may

You can pause, resume, or cancel the data migration at any time. These actions are recorded in
the event log. A window displays during the operation so you can monitor the progress of the
migration.
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Guidelines

When migrating data, consider the following:

»n  Thecapacity of the destination disk should be greater or equal to the combined capacity of
the source disk’s data being migrated.

= You must delete all snapshots on the pool. Any scheduled snapshots will fail during data
migration.

= Although I/O activity to the virtual disksis allowed, you cannot perform any management
tasks on the pool during data migration. You must pause the data migration to complete
these tasks. When you have finished, you can resume data migration. You can also cancel
the migration, which would leave the virtual disk spanning the source and destination
disks.

s Datamigration is designed for disaster recovery and for failoversin a clustered
environment. If a system failure or failover occurs, the data migration processis not
automatically resumed after system recovery. You must restart the migration to complete
it. System recovery only ensures that the pool is not corrupted and isin a stable state.

s Datamigration islimited to physical disksin the pool. You cannot start another migration
within the same pool until the first migration is completed.
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Using the Data Migration wizard

To migrate data to another pool:

1. Inthe scope pane, right—click the pool and select All Tasks > Migrate Data.

The welcome window for the Data Migration wizard opens.

2. Click Next.

The Data Migration window opens (Figure 40).

3. Select thetype of target disk you want to use under Target list should be;
»  Only Raw disks—Add the disk to the pool before starting data migration.
»  Only Pool disks—Select from existing disks in the pool.

= Both Type—Select from both raw and pool disks.
Depending on your selection, the available disks are moved from the left column to the

right column.

4. Intheright column, select the target disk of the data migration.
5. If you want to delete the source disk after data migration is complete, select Remove

source disk after migration.

6. Select asize under Select Chunk size or accept the default.
The chunk size is the basic unit of migration. It is the number of blocks that can be

migrated at one time.

Data Migration

D ata Migration

Select the source and target disk for migration

Selected Pool  [FAIDPool =l

IInit Mumber | Lnit Twpe | Unit Capa...

Target list should be [N NS E=TRa 4

IInit Mumber | Unit Type | Unit Capa. .. |

LOCAL 17360 ME

Diska Lozl 4057 MB
Diskz LionZaL 4057 MB
17360 ME
Disk7 Lozl 4057 MB
Diske LionZal 4057 MB

v Remove Source dizk after Migration

Select Chunk, size IEEE "I

Figure 40: Data Migration window
7. Click Next.

< Back I Hest > I Caticel |

The completion window of the data migration window opens.
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8. Click Finish.

A status window opens to track the progress of the data migration (Figure 41).

i hp Openview S¥YR Data Migration M= E3

Fleaze W ait |
[rata migration operation will take time depending an the
zize of wirtual disk[z] residing on the source dizk.

Source Dizk | Disk 4 Total bytes 10000 ME
Target Disk Dizk & Butes copied 264 MB
Completed 9% Bytes remaining 3136 MB
|

Data Migration from Diskd to Dizkb ;I
- Started an Thu, May 20, 2004 at 152233

4 o

Hesume [EancelCurrent Tashk | LCancel |

Figure 41: Status window
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Online Volume Growth

This chapter provides information and examples to help you use Online Volume Growth
(OVG). It describes the following topics:

= Online Volume Growth overview, page 106

»  Growing virtual disks, page 110

= Growing basic disks, page 111

= Accessing Online Volume Growth from Windows Explorer, page 117
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Online Volume Growth overview

Using SVR’s Online Volume Growth feature, you can increase storage capacity without
restarting the computer. You can grow avolume on abasic (physical) disk by creating
additional space on the disk. You can grow avolume on avirtual disk by adding storage units
to the pool and then increasing the virtual disk’s size.

Refer to the Online Volume Growth online help for detailed instructions.

106 Storage Virtual Replicator System Administrator’s Guide



Online Volume Growth

Understanding disk types

Basic disks

You can use Online Volume Growth with basic and virtual disks formatted with NTFS. This
section describes the differences between basic, virtual, and dynamic disks.

Note: Online Volume Growth does not support Windows dynamic disks.

A basic disk isapartitioned disk that contains a partition table and a maximum of four primary
partitions. To create a configuration with more than four partitions, create an extended
partition entry (reducing the possible number of primary partitions to three) and one or more
logical drives.

You can format each primary partition or logical drive with afile system and useit asavolume
in the operating system.

Table 5 describes the configuration for a basic disk.

Table 5: Basic disk configuration

Basic DIAGS Windows 2000 (C:)
4.00 GB 39 MB FAT 4.00 GB NTFS
Online Healthy (EISA Configuration) | Healthy (System)

Simplicity is one benefit of using basic disks for Online Volume Growth. After performing
multiple Online Volume Growth operations, the result is a single partition that has grown over
time.

Table 6 describes the configuration for abasic disk after using Online Volume Growth.

Table 6: Basic disk configuration after Online Volume Growth

Basic DIAGS Windows 2000 (C:)
192.00 GB | 39 MB FAT 192.00 GB NTFS
Online Healthy (EISA Configuration) | Healthy (System)

Severa operating systems recognize partitions, including MS-DOS, Windows 3.1, Windows
95/98, and Windows NT. Use basic disks to ensure backwards compatibility. For example, if
you dual-boot a system between Windows 95/98 and Windows 2000, you must use basic disks
to support volumes in both environments.

Basic disks do not support volume configurations that span disk controllers, such asvolume
sets (RAIDO), stripe sets (RAIDO), mirror sets (RAID1), and stripe sets with parity (RAID5S).
These configurations are not compatible with Online Volume Growth. Refer to the Microsoft
Windows documentation for more information about basic disks and volumes.
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Virtual disks

Using SVR, you can combine basic disksinto pools of disk space and create virtual disksfrom
those pools. Each virtual disk contains one partition formatted with NTFS.

Using Online Volume Growth, you can expand virtual disks without restarting the computer.
For example, you can add physical disksto a RAID set, assign the new storage units to an
existing pool, and then use the additional capacity to expand any virtual disks associated with
the pool.

Dynamic disks

Windows supports dynamic disks, which do not require Online Volume Growth to increasein
size. Instead of partition table, dynamic disks use a proprietary configuration database located
at the end of the physical disk.

There are certain benefits unavail able with dynamic disks, such as extending alogical drive
with an HP RAID controller. To extend a volume on a dynamic disk, you must create a new
logical drive on an existing controller or use a new controller.

Although you can convert a basic disk to a dynamic disk and retain volumes on the disk, you
cannot revert to a basic disk without first deleting the volumes on the disk. Therefore, when
using Online Volume Growth, do not convert eligible disks from basic to dynamic.

Refer to the Microsoft Windows documentation for more information about dynamic disks
and dynamic volumes.
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Planning Online Volume Growth

When growing disks, consider the following:

Make a backup copy of the data.

Plan for new storage. Adding capacity may increase the time required to complete
backups.

Ensure that pools have adequate free space. Increasing the size of avirtual disk uses more
space in the pool, which reduces the amount of free space available for snapshots.

When you replace hard drives or use the HP Array Configuration Utility to expand arrays
or extend logical drives, ensure that the task is complete before using Online Volume
Growth.

Using the HP Array Configuration Utility to expand an array or extend alogical drive
takes time. Examine the priority settings for the controller. Refer to the HP Array
Configuration Utility documentation for more information.

Verify the volume configuration compatibility:

— You can only use Online Volume Growth with basic and virtual disks formatted with
NTFS. Diskswith NTFS volumes that are not configured for fault-tolerance are
supported.

— Online Volume Growth is not compatible with dynamic disks, volume sets, mirror
sets, stripe sets, or stripe sets with parity, or FAT and FAT32 volumes.

You can convert FAT or FAT32 volumesto NTFS using the Windows CONVERT utility.
Refer to the appropriate Windows documentation for more information.

You must have Full Control permission at the top level of the volume you want to grow.
By default, administrators have Full Control accessto NTFS volumesin Windows. You do
not need to modify this permission unlessit has been explicitly denied.
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Growing virtual disks

You can grow avirtual disk by:

»n  Selecting the disk in the Replication Manager MMC interface.
m  Selecting the disk in Windows Explorer.

= Using the Online Volume Growth wizard.

m  Using the command line interface.

Preparing for virtual disk growth

A pool must have free space before you can grow one of its virtual disks. If the pool doesn’t
have adeguate free space, you must increase the capacity of its pool by adding storage unitsto
it. A pool can have up to 12 storage units. You can add storage unitsto apool at any time, even
when users are accessing its virtual disks and snapshots.

Once you add a storage unit to apool, its size within the pool isfixed. Therefore, pool capacity
does not increase when you extend a basic disk. You can only grow a pool by adding storage
unitsto it.

After you add storage unitsto a pool, you can create virtual disks. You can also grow avirtual
disk up to amaximum size of 2 TB, depending on the pool’s properties. Keep in mind,
however, that growing a virtual disk depletes free space in the pool that might be needed for
snapshots.

Refer to the the SVR online help for instructions on growing virtual disks.

Note: Disk volume growth should not be performed at the same time as other major disk
management operations, such as defragmenting and disk checking.
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Growing basic disks

You can grow abasic disk by:
= Using the Online Volume Growth wizard.
m  Selecting the disk in Windows Explorer.

Preparing for basic disk growth

Before you grow a volume on abasic disk, ensure that there is available space immediately
adjacent to the end of the partition holding the volume. Only partitions and free space adjacent
to the end of a particular volume are eligible to be incorporated into the volume during volume
growth.

When growing basic disks, HP recommends that you set full access permission to one of the
following groups:

s All users
s Administrators
s System

Table 7 shows a configuration that allows a Windows 2000 volume to grow into the adjacent,
unused space.

Table 7: Disk with adjacent, unused space

Basic DIAGS Windows 2000 (C:) | 10.00 GB
40.00 GB 39 MB FAT 30.00 GB NTFS Unused space
Online Healthy (EISA Healthy (System)

Configuration)

You can use Online Volume Growth to grow the C. \ drive into the adjacent, unused space.

Table 8 shows a configuration without adjacent, unused space. The only way to increase space
isto delete the OLD TOOL S volume.

Table 8: Disk without adjacent, unused space

Basic DIAGS Windows 2000 (C:) | OLD TOOLS (D:)
40.00 GB 39 MB FAT 30.00 GB NTFS 10.00 GB FAT
Online Healthy (EISA Healthy (System)

Configuration)
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Creating adjacent space on basic disks

You can create adjacent space on basic disks by:
n  Deleting apartition
s Extending alogical drive

Deleting a partition

If you have a partition adjacent to the volume that you want to grow, you can delete this
partition to increase space. Be sure to migrate any necessary data from the partition before
deleting it. Table 9 shows that you grow the Windows 2000 volume by deleting the OL D
TOOL S volume and removing the partition.

Table 9: Deleting a partition

Basic DIAGS Windows 2000 (C:) | 10.00 GB
4000GB | 39 MB FAT 30.00 GB NTFS Unallocated
Online Healthy (EISA | Hedlthy (System) | [OLD TOOLS (D:)]

Configuration)

Extending a logical drive

Configuration

You can use the HP Array Configuration Utility to extend alogical drive on HP array
controllersthat support logical drive extension. Using a supported controller, you can extend a
basic disk using the ACU as shown in the example below. See the HP Array Configuration
Utility documentation for information on extending alogical drive.

The following example illustrates how the Online Volume Growth feature can be used to
increase storage capacity on amail and messaging server. The objective isto add storage
capacity and make it available to users with little or no interruption in service. The example
uses HP hardware and software to systematically upgrade the server with minimal impact to
server functions.

The e-mail server is configured with hard drives connected through an array controller using
dual channels. The initial configuration was selected to provide maximum protection against
drive, controller, or storage cage failures (Table 10).

Table 10:
Server HP ProLiant 1600R
Storage Controller HP Smart Array 3200
External Storage Enclosure HP StorageWorks Enclosure 4200
Boot Drive (Array A) 2 x 4.3-GB drives (1 internal/1 external)
mirrored (RAID1) across two channels
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Table 10:
Initial configuration

DataLogica Drive (Array B) | 3x 4.3-GB drives (2 internal/1 external)
distributed data guarding (RAID5)
across two channels

Boot Volume (C:) A basic disk volume formatted with
NTFS. Contains Windows 2000 and any
installed application software.

Data Volume (D:) A basic disk volume formatted with
NTFS. Contains application data (for
example, database files).

Initial storage configuration
Channel/ID | O 1 2 3 4 5 6 7 8 9 10 |11 |12 | 13

O (Interna) | 4.3 43 | 43 na | nfa | nla Bays:. 6 internal/14 external
GB GB | GB

1 (External) | 4.3 4.3 n‘a nNa |nfa |nfa |nfa|na|na|na|na|na]na)|na
GB GB

The steps required for performing online volume growth of the example volume are:
»  Upgrading the boot volume

s Using the ACU to extend alogical drive

s Grow the boot volume using SVR

Upgrading the boot volume

After obtaining areliable backup of the server, thefirst step is to begin an upgrade of the boot
drives comprising the boot volume. Since the logical drive is mirrored, the upgrade involves
replacing the 4.3-GB drives located at ID 0 with 9.1-GB drives.

Table 11 lists the configuration results after the upgrade.

Table 11:

Storage configuration after drive replacement
Channel | O 1 2 3 4 5 6 7 8 9 10 |11 |12 |13
/ID
0 9.1 9.1 4.3 na | nfa | na Bays: 6 internal/14 external
(Internal | GB GB GB
)
1 9.1 4.3 n‘a nNa |nfa |na |na |na|na|na|na|na |na|na
(Externa | GB GB
1)
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Using the ACU to extend a logical drive

Next, use the HP Array Configuration Utility to perform logical drive extension. By
performing this operation, the existing logical drive will grow to use al of the new space
provided by the 9.1 GB drives. See the HP Array Configuration Utility documentation for
information on extending alogical drive.

After performing logical drive extension, select Computer M anagement > Disk
Management to see the basic disk’s new layout (Figure 42).

r== Disk Management B ES

-
| aion vew ||« o @ @20 X &S Q&=
Wolurne | Layouk | Type | File Syskem | Status | Capacity | Free Space | %o Free | Faulk Tolerance | Crverhes
= Parition Basic  FAT Hzalthyw (E... 35 WEB 29 MB 8z % no 0%
ok {C: Parition Basic  MTFS Hzalthyw (5., 3.96GE 2.7°GE 0 % no 0%

EData (D) Parition Basic  MTFS Hzalthy 79956 795 GB 29 ¥ o 0%

1

Z¥Disk 0

Easic Boot {C:) 1
£.46 GB 36 MBFAT 3.96 GB NTFS 4.47 GB

Onlire: dealthy (EISA o [f{Healthy {Syskem) IUnalocated

CHDisk 1

Easic Data {D:)

/.99 GB 7,99 G NTFS

anling Healthy

=horomu

CORom (E:)

Criling

B Unalocated [ Frimary Partition

1

Figure 42: Disk Management window
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Grow the boot volume using SVR
To grow the boot volume using SVR:

1. Select Start > All Programs > hp OpenView Storage Virtual Replicator > Online

Volume Growth Wizard.
The Online Volume Growth Wizard window opens (Figure 43).

hp Open¥iew Online ¥olume Growth YWizard *r

B clcome to the hp Opentfiew Storage Yirtual Beplicatar
Online Yolume Growth wizard.

N IMPORTANT: Before uzing the Online Yaolume Growtk
d wizard, it iz alwayz advizable to create a reliable backup
copy of your data.

Presz Mest' to zelect a volume where additional storage
gpace iz needed.

Once a volume iz selected, information abaut the
volume iz dizplayed and uzed by the Online Yaolume
Growth wizard to determinge if volume growth iz pozsible.

< Back I M et > I Cancel Help

Figure 43: Online Volume Growth wizard
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2. Click Next and follow the instructions in the wizard to grow the boot volume.
3. Select Computer Management > Disk M anagement to view the result. The boot volume

has grown from 3.96 GB to 8.43 GB without causing any downtime (Figure 44).

-,—' Disk Management M=l

B Frimary Partition

| acton yew ||+ o B @[ R||D XSS o=@
| Lavauk | Tvpe | File System | Skatus | apaciky | Free Space | %o Fr
Partition Basic FaT Healthy (E... 35 MB 29 ME 8z %
Partition Basic MNTFS Healthy (5., &.43 GB T.27 GB o6 %
Pattition Basic MNTFS Healthy 7.99 GB 7.95 GB 09 %
"4 | LI
i
EEpisk 0 —
Easic Boot {C:)
8.46 GB 36 MBFAT .43 GB NTFS
nline Healthy (EISA Confiquration f| Healkby (Systen)
<HDisk 1 -
Basic Data (D:) L
7.99 GB 7.99 GB NTF3
nling Healthy
Sl n

Figure 44: Disk Management window (grown volume)
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Accessing Online Volume Growth from Windows Explorer

You can access the Online Volume Growth wizard from Windows Explorer by doing one of
the following:

= Right—click the virtual or basic disk and select Volume Growth.
n  Select the Online Volume Growth tab in the Properties window of the virtual or basic disk.
Refer to the Online Volume Growth Wizard online help for more information.
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This chapter describes how to use the scheduling wizards to schedule tasks:
»  Scheduling wizards overview, page 120
»  Scheduling wizards, page 121

Storage Virtual Replicator System Administrator’s Guide 119



Scheduling Tasks

Scheduling wizards overview
SVR provides a set of wizards that automate virtual disk and snapshot tasks. You can access
the scheduling wizards after you create a virtual disk.

SVR uses the Windows Scheduled Tasks applet to create and execute the schedules for the
specified tasks. To use the scheduling wizards, ensure that the the Scheduled Tasks serviceis
running and you have administrative rights.

After scheduling tasks, you can use SVR or the Windows Scheduled Tasks applet to view,
modify, and delete tasks.

Refer to the Scheduling Wizards online help for more information.
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Scheduling wizards

This section describes the scheduling wizards.

Create snapshot

Use the Create Snapshot wizard to create a snapshot of avirtual disk at a specified time and
frequency. If specified, the wizard deletes any previous snapshots with the same name.

Delete Snapshot

Use the Delete Snapshot wizard to delete a snapshot at a specified time. If the specified
snapshot does not exist, nothing is deleted.

Restore From Snapshot

Use the Restore From Snapshot wizard to restore avirtual disk from a snapshot. If specified,
the wizard deletes the the old virtual disk and its snapshot after restoring the virtual disk.
However, if the virtual disk had more than one snapshot, the old virtual disk cannot be del eted.
This is because the restore operation delete the restored snapshot first and the virtual disk
second. The virtual disk delete operation failsif the virtual disk still contains other snapshots.
The activities are tracked in the event log.

Snapshot For Backup
Use the Snapshot For Backup wizard to create and delete a snapshot for a backup.

Snapshot Watchdog

Use the Snapshot Watchdog wizard to schedule a task that monitors the resource utilization of
asnapshot at a specified frequency. You can specify that the snapshot be deleted if the resource
utilization exceeds preset values.

Workday Snapshot

Use the Workday Snapshot wizard to create a snapshot of avirtual disk at a specified time (for
example, at the start of the work day) and to delete the snapshot after a specified time (for
example, at the end of the work day).
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Managing SVR Policies

This appendix describes how to manage SVR palicies:

Policy overview, page 124

Using Policy Editor, page 125

Setting Policies, page 128

Setting pool policies, page 129

Setting virtual disk policies, page 131
Setting snapshot palicies, page 133
Setting SVR Lifeguard policies, page 134

Storage Virtual Replicator System Administrator’s Guide

123



Managing SVR Policies

Policy overview

Policies are system settings that help you manage SV R resources. The SVR policies are stored
in the Windows Registry and are preconfigured to maximize performance. You can modify
these default policies for pools, virtual disks, and snapshots for your environment.

You can configure the policiesto apply to the entire SVR environment or set them for
individual pools. For example, you set apolicy that reserves a percentage of apool’sfree space
exclusively for snapshots. You can apply this policy to all pools on your system or to selected
pools.

If you use Policy Editor on a cluster system to edit policy keys, the policy keys on both nodes
are updated simultaneously.
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Using Policy Editor

Overview

Access

This section describes how to use Policy Editor:
. Overview

s Access

= Options

Policy Editor enables you to manage SVR policies efficiently. You can set policiesto govern
the creation and use of SVR resources. Policy Editor provides instructions to make registry
changes easy and prevent accidental changes.

Any changes you make to the SVR registry settings using Policy Editor are effective
immediately. The exception isthe SSDel et eSnapshot policy, which requires that you
restart the Lifeguard service.

Caution: HP strongly recommends that you use Policy Editor (not the Windows Registry) to
A edit policy settings. If an error occurs in the Windows Registry, your computer may not
function properly. You must be prepared to restore the registry if an error occurs.

You can access Policy Editor using either of the following methods:
= Using Replication Manager
»  Using the Properties window

Using Replication Manager

To access Policy Editor from Replication Manager:

1. Select Start > Programs> hp OpenView Storage Virtual Replicator > Replication
Manager.

The Replication Manager window opens.

2. Do oneof thefollowing:
»  Right—click in the scope pane and select All tasks > Policy Editor.
m  Click the Policy Editor icon on the Replication Manager toolbar
The Palicy Editor window opens (Figure 45).

The Policy Manager window displays the following policies:

» Default—Default policies that are preconfigured to follow best practices for managing
SVR.

n  Global—System-wide policiesthat are applied to all new pools.
»  Pool—Palicies that apply to specific pools only.
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Figure 45: Policy Editor window
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Using the Properties window

To access Policy Editor from the pool Properties window:

1

Select Start > Programs > hp OpenView Storage Virtual Replicator >
Replication M anager.

The Replication Manager window opens.

Right—click the pool and do either of the following:

m  Select All tasks > Palicy Editor.

m  Select Properties and then click the Policy Editor tab.
The Policy Editor window opens (Figure 45).

The Policy Editor window displays the following policies:

Options

Global—System-wide policies that are applied to al new pools.
Pool—Palicies that apply to specific poolsonly.

The following options are available in the Policy Editor window:

Reset to Default—Resets a policy to the default setting. You can apply the default setting
to one pool policy or al pool palicies.

Reset to Global—Customizes the default policies for your environment. After you
modify aglobal policy, all new poolsinherit the Global policy values. You can select
Reset to Global for one pool policy or al pool policies.

Apply—Appliesthe policy changes you make. You are asked to confirm this action before
the new policy settings are applied. After the settings are changed, you cannot revert back
to the previous settings.

Refetch—Retrieves the current policy settings.
Close—Close the Policy Editor window.

Policy Alert—View suggestions for settings policy values. These a erts ensure that you set
the policy values correctly.

Context-sensitive help—Provides brief descriptions of SVR policies. Click the question
mark in the top-right corner of the Policy Editor window and then select the appropriate

policy.
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Setting Policies

To set apolicy:
1. Open Policy Editor.
2. Do oneof the following:

n If the policy you are modifying affects all pools, locate the appropriate policy under
Global Palicies.

= If the policy modification affects one pool, locate the appropriate policy under the
specific pool.
3. Select the policy name to activate the value box (Figure 46).
4. Enter the value for the policy.

5. Click Apply.

Figure 46: Selecting a policy
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Setting pool policies

This sections describes the policies you can set for poals. It describes the following topics:
s MaxPools

= MinFreespacePerPool Percent

= PoolSegmentSize

MaxPools

The MaxPool s policy limits the number of pools that can be created on the system. Thereis
no limit to the number of pools on a system unless you set this policy. This policy isnot
enforced in a cluster; the number of poolsis unlimited.

When the number of pools equals the policy value, you cannot create additional pools.

Note: The number of pools includes failed pools.

MinFreespacePerPoolPercent

The M nFr eespacePer Pool Per cent policy reserves a percentage of the pool's free
space exclusively for snapshots. You cannot create or grow avirtual disk if it would cause the
pool’s free space to fall below the specified threshold. The default setting of 30% ensures you
do not use all available free space when growing avirtual disk, which may result in lost
snapshots and data.

Although you can set the policy lower, HP strongly recommends that you do not decrease this
minimum amount.

Note: You can set this policy for all pools or for individual pools.

Examples

You have a pool that is 200 GB and the M nFr eespacePer Pool Per cent policy isset to
30%, which equals 60 GB. You create avirtual disk of 90 GB, leaving 110 GB of free space.
You cannot create a second virtual disk of 90 GB, because it would leave 20 GB of free space.
If you do not need snapshots, you can create a second virtual disk of 50 GB and still maintain
the 30% threshold.

In another example, you have apool that is 150 GB and the

M nFr eespacePer Pool Per cent policy is set to 30%, which equals 45 GB. The pool
contains a virtual disk of 70 GB and one snapshot using 10 GB, leaving 70 GB of free space.
You cannot grow the virtual disk by 70 GB, because it would use al the space in the pool. You
can grow the virtual disk by 25 GB, which would leave 45 GB of free space.
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PoolSegmentSize

The Pool Segment Si ze setsthe size of the pool upon creation. The default segment sizeis
128 KB, which enables you to create a virtual disk or add a storage unit up to 1 TB large. The
largest segment size available is 256 KB, which allows avirtual disk of 2 TB.

If you change the Pool Segnent Si ze policy, the new value becomes the default segment
size during pool creation. However, SVR overrides this policy default if you create a pool and
add alarge storage unit that requires a larger segment size.

ThePool Segnent Si ze policy appliesto al pools. You cannot set this policy for individual
pooals.
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Setting virtual disk policies

This sections describes the policies you can set for virtual disks. It describes the following
topics:

n  MaxVirtua PerPool

»  NTFSAllocationUnit

MaxVirtualPerPool

MaxVi r t ual Per Pool setsthe maximum number of virtual disks per pool. The policy
limits virtual disk creation. SVR allows amaximum of 8 virtual disks per pool; therefore, only
values of 8 or less are valid.

You can apply this policy to all pools on your system or to individual pools.

NTFSAllocationUnit

NTFSAl | ocat i onUni t changesthe default NTFS alocation unit sizefor avirtual disk. By
default, when formatting virtual disks, SVR sets the allocation unit size to 4096 bytes (4 KB).
Since, in most cases, this default provides the highest efficiency for storing data, HP
recommends that you not change this value.

Note: If you set an allocation unit size greater than 4 KB, you will not be able to defragment the
virtual disk.

If you modify this policy, the revised value becomes the new default. This new default valueis

used when:
= You format avirtual disk using Replication Manager and set the allocation unit size to
Default.

= Youformat adisk using SnapMyr and do not specify an allocation unit size.

To overridethe NTFSAI | ocat i onUni t policy, you can:

m  Select asize another than Default in the Replication Manager virtual disk wizard.
m  Select asize another than Default using SnapMr .

n  Use Windows Explorer to format the disk.

Note: This policy has no effect on other Windows disks—only on virtual disks formatted using SVR.
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Valid values for alocation unit size are (in bytes)

0 (System default is used)
512

1024

2048

4096

8192

16384

32768

65536

You can apply this policy to all pools on your system or to individual pools.
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Setting snapshot policies

This sections describes the policies you can set for snapshots:
»  MaxSnapshotPerPool
»  MaxSnapshotPerFamily

MaxSnapshotPerPool

MaxSnapshot Per Pool sets the maximum number of snapshots that you can createin a
pool. SVR allows amaximum of 12 snapshots for each virtual disk and 8 virtual disksfor each

pool. Therefore, only values of 96 or less are valid.

SVR checks the Max Snapshot Per Pool and MaxSnapshot Per Fami | y policies
simultaneously. The policy limit that is reached first is executed.

You can apply this policy to all pools on your system or to individual pools.

MaxSnapshotPerFamily

Max Snapshot Per Fami | y limitsthe maximum number of snapshotsthat you can createin
afamily. A virtual disk and its child snapshots are known as afamily. SVR alows a maximum
of 12 snapshots for each virtual disk (family). Therefore, only values of 12 or less are valid.

SVR checksthe Max Snapshot Per Pool and MaxSnhapshot Per Fami | y policies
simultaneously. The policy limit that is reached first is executed.

You can apply this policy to all pools on your system or to individual pools.
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Setting SVR Lifeguard policies

This section describes the SVR Lifeguard service and the policies you can set for it:
s Using SVR Lifeguard

» Using Lifeguard on Microsoft Exchange pools

s SSDeletePoalicy

m  SSCheckEverySeconds

m  CheckEveryMinutes

m  SSFreePool SpaceThresholdM B

»  FreePool SpaceT hresholdM B

m  SSDeleteUntiINominal

Using SVR Lifeguard

SVR Lifeguard is a system service that monitors a pool’s free space and deletes snapshots
when the pool becomes full. This serviceisinstalled and started automatically. Lifeguard first
checks each drive letter on asystem to determineif it isavirtual disk or snapshot. If itiseither,
Lifeguard checks the disk’s pool free space every 60 seconds.

SVR Lifeguard posts eventsin the Application Event log, which you can view using the Event
Viewer. An event is entered for each disk that exceeds the threshold and for each snapshot that
isdeleted. See“ SVR Lifeguard events’ on page 150 for more information.

Using Lifeguard on Microsoft Exchange pools

If you install Microsoft Exchange on avirtual disk, Lifeguard monitors the free space in the
storage pool that contains the virtual disk.

Lifeguard determines which disks are being used to store Exchange data. Each disk is then
checked to determineif it isavirtual disk. If so, Lifeguard checks the disk’s pool free space
every two minutes.

SSDeletePolicy

SSDel et ePol i cy setsthe free space limit for a pool. When the free space in a pool drops
below the free space limit, Lifeguard del etes snapshots, beginning with the oldest, until free
space reaches that limit. The default value is 1024 MB.

If SSDel et ePol i cy isnot executed, SSDel et ePol i cy2 specifiesthat Lifeguard should
delete snapshots with the largest Delspace to free up space in the pool.

For Microsoft Exchange pools, Lifeguard shuts down Microsoft Exchange 5.5 when the
storage pool has 10 MB |eft. You can review the Application Event log to determine which
poolsarefull. After you add more space to the appropriate pools, restart Microsoft Exchange.

Note: Automatic shutdown is supported on Microsoft Exchange 5.5 only. If you are using Microsoft
Exchange 2000, HP recommends that you set the deletion policies to prevent pools from running out
of disk space.
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SSCheckEverySeconds

SSCheckEver ySeconds setsthe frequency with which Lifeguard checks pools for free
gpace. The default frequency is 60 seconds. This policy appliesto al pools and cannot be set
separately for individual pools.

Note: Setting the value to O does not disable Lifeguard monitoring.

CheckEveryMinutes

CheckEver yM nut es setsthe frequency with which Lifeguard checks Microsoft
Exchange storage pools for free space. The default interval is2 minutes. This policy appliesto
Microsoft Exchange pools only.

Note: Setting the value to O does not disable Lifeguard Exchange monitoring.

SSFreePoolSpaceThresholdMB

SSFr eePool SpaceThr eshol dVB sets the pool free space threshold. When pool free
space falls below this threshold, Lifeguard deletes snapshots. The default threshold is 1024
MB. This policy is dependent on the SSDel et ePol i cy or SSDel et ePol i cy2 policy.

FreePoolSpaceThresholdMB

Fr eePool SpaceThr eshol dMVB setsthe threshold of free space below which Lifeguard
shuts down Microsoft Exchange 5.5. The default threshold is 10 MB. This policy appliesto
Microsoft Exchange pools only.

Note: Setting this value to O will disable Exchange monitoring.

SSDeleteUntilNominal

SSDel et eUnt i | Nom nal specifiesthe number of snapshotsto be deleted when the pool's
free space reaches the threshold specified by the SSFr eePool SpaceThr eshol dVB
policy. If you set the value to 0, one snapshot is deleted at each interval. If you set the value to
1 or higher, that number of snapshotsis deleted at each interval. This policy is dependent on
the SSDel et ePol i cy or SSDel et ePol i cy2 policy.
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This chapter describes how to troubleshoot issues that may occur when using SVR. It
describes the following topics:

»  General troubleshooting questions, page 138

= Incorrect drive letters after upgrade or cluster failover, page 139
n Lost delayed write errors for snapshots, page 140

= Applicationsreturn failed write errors, page 141

m  Deéleting avirtual disk accidentally, page 142

»  Pool free space decreases by more than the amount of written data, page 143
s Cannot reformat avirtual disk, page 144

=  Reconstructing a pool, page 145

»  Pools do not come online, page 146

= Experiencing prolonged startup times, page 147

= SVR names are already being used, page 148

m  Tracking errors, page 149
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General troubleshooting questions

Be prepared to answer the following questions that apply to your situation when contacting HP
Support for assistance. You can also use these questions to determine why a pool did not come
online in a clustered environment.

What version of SVR are you using?

Do you have other resource dependencies defined within the pool group?

What caused the node to fail? Wasiit related to SVR?

What type of storage controllers (for example, G80, EVA, or MSA) do you have?
Did you make any controller firmware upgrades to the hardware?

Were there any errors logged at the controller level?

If you shut down the node when it was in the online pending state, did it shut down
properly?

When the pool moved back to the peer node, how long did it take to come online?

When the peer node failed and the pool moved to the other node, were you logged in to the
other node? (This appliesto SVR version 3.x.)

138
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Incorrect drive letters after upgrade or cluster failover

Issue

Resolution

Virtual disks and snapshots may lose their drive letter mappings when:
= You upgrade SVR.
= A pool failsover inacluster.

If the drive |etter that is mapped to avirtual disk or snapshot is not available on the second
node, SV R unmounts the drive letter on the second node and reassigns it to the volume that
failed over. However, if the volume that failed over has the same drive letter as the system disk
of the second node, then the drive letter is not mapped.

You can usethe Rest ore Dri ves utility to restore drive lettersto virtual disks and
snapshots. The utility isinstalled with SVR and islocated in the following directory:

Program Fi | es\ Hew et t - Packar d\ OpenVi ew St orage Virtual
Replicator 4.1

To run the utility, use acommand line interface, for example:

C.\Program Fi | es\ Hew ett - Packar d\ OpenVi ew St orage Virtual
Replicator 4.1\ RestoreDrives. exe

When you execute the command, the restore process starts and provides a report about the
virtual disks and snapshots that are being remapped. When the process finishes, the Restore
Complete messageis displayed. You can verify that the drive |etters were mapped correctly in
the Replication Manager window.
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Lost delayed write errors for snapshots

Issue

If you receive error messages that delayed writes have been lost while you are using snapshots,
it may indicate that the pool isfull.

Resolution

To determineif the pool isfull:

1

Right—click Replication Manager in the scope pane and select Connect to another
computer.

The Select Computer window opens.

See " Creating atemporary remote connection” on page 32 for instructions about
connecting to a remote computer.

View the Free column in the results pane to determine how much free space is available
for all pools on the selected computer.

Do any pools show 0 MB in the Free column?
s If yes, goto step 4.

= If no, the problem you are experiencing is not caused by afull pool. Pursue other lines
of investigation to diagnose the problem.

Select the pool that has 0 MB in the Free column and expand it to display its virtual disks
and snapshots.

Are there any snapshots in the pool ?
n If yes, gotostep 5.

= If no, the symptoms you are seeing are not caused by afull pool. Pursue other lines of
investigation to diagnose the problem.

Do one of the following:
= Add astorage unit to the pool:

— Right—click the pool and select Properties.

— Select the Storage Units tab and click Add.

— Select astorage unit and click Add.

— Click OK twice.

See “Using storage unitsin pools’ on page 47 for more information.
»  Delete asnapshot or virtual disk from the pool:

— Right—click the virtual disk or snapshot and select Delete.

— Click OK to confirm that you want to delete the disk.

Note: Deleting files will not increase the pool’s free space.
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Applications return failed write errors

You are using snapshots and applications return errors when you try to write datato a disk.

To determineif the pool isfull:

Issue

Resolution
1.
2.
3.
4.
5.

Right—click Replication Manager in the scope pane and select Connect to another
computer.

The Select Computer window opens.

See " Creating atemporary remote connection” on page 32 for instructions about
connecting to a remote computer.

View the Free column in the results pane to determine how much free space is available
for all pools on the selected computer.

Do any pools show 0 MB in the Free column?
s If yes, goto step 4.

= If no, the problem you are experiencing is not caused by afull pool. Pursue other lines
of investigation to diagnose the problem.

Select the pool that has 0 MB in the Free column and expand it to display its virtual disks
and snapshots.

Are there any snapshots in the pool ?
n If yes, gotostep 5.

= If no, the symptoms you are seeing are not caused by afull pool. Pursue other lines of
investigation to diagnose the problem.

Do one of the following:
= Add astorage unit to the pool:

— Right—click the pool and select Properties.

— Select the Storage Units tab and click Add.

— Select astorage unit and click Add.

— Click OK twice.

See “Using storage unitsin pools’ on page 47 for more information.
»  Delete asnapshot or virtual disk from the pool:

— Right—click the virtual disk or snapshot and select Delete.

— Click OK to confirm that you want to delete the disk.

Note: Deleting files does not increase the pool free space.
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Deleting a virtual disk accidentally

Issue

Resolution

You delete avirtual disk accidentally. When you delete avirtual disk, SVR does not overwrite
the physical blocksthat store the disk’s data.

Note: When you delete a virtual disk, the first few blocks of data are erased. You must rebuild these
blocks. Contact support for assistance.

Follow these stepsimmediately to save the data:
1. Create anew virtua disk of exactly the same capacity in the same pool.

Using the New Virtual Disk wizard, map adrive letter to the new virtual disk but do not
format it. Click No when you are prompted to format the disk.

2. InWindows Explorer, double—click theicon for the new virtual disk. You may seethefiles
and folders of the virtual disk you deleted accidentally. The new virtual disk isusing the
same disk blocks as the one you deleted accidentally.

Note: If a message is displayed indicating that the drive is inaccessible and does not contain a file
system, you must restore the data from your backup.
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Pool free space decreases by more than the amount of written data

Issue

When a disk contains a snapshot and you write data to either the snapshot or its parent disk,
the pool space may decrease by more than the amount of written data.

Explanation

The decrease occurs because the datais written in defined chunks, called segments. You define
the segment size when you create a pool. (See “ Creating pools’ on page 42.) If a segment
contains data modified by the write, the entire segment is copied to the disk. For example, if
you write 2 KB of dataand 1 KB isin one segment and 1 KB is in another segment, the pool
free space decreases by 64 KB (two 32 KB segments). Generally, the disk space used for a
write is approximately the same size as the write. You should see a difference only in unusual
situations, for example, when running atest program that writes small amounts of data
randomly over the surface of the disk.

Storage Virtual Replicator System Administrator’s Guide 143



Troubleshooting SVR

Cannot reformat a virtual disk

Issue

Resolution

When you reformat avirtual disk using Replication Manager, either the For mat Conpl et e
or Succeeded message is displayed; however, the disk has not been reformatted.

You cannot reformat avirtual disk if another application is accessing the virtual disk. For
example, you cannot reformat avirtual disk if your or another user is accessing that disk in
Windows Explorer or acommand prompt window.

Ensure that users are not accessing the virtual disk before you use Replication Manager to
reformat it.
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Reconstructing a pool

Issue
A pool hasfailed.

Resolution

To reconstruct a pool:

1. Determine which storage units you want to usein the new pool.
2. Create anew pool using the storage units.

3. Create virtual disksin the new pool.

4. Useyour backup to restore saved data to the new virtual disks.
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Pools do not come online

Issue
If the pools do not come online, view each pool to determine which pool is causing the
problem.
Resolution
If the problem is due to a deletion in the registry, you must uninstall and reinstall SVR to
update the registry:
1. Power down one node.
2. From the desktop of the other node, select Start > Settings > Control Panel >
Add/Remove programs.
3. Select Virtual Replicator and click Remove.
4. Power up the node and open Disk M anagement. Verify that the disksin the pool are
available.
Note: If you do not see all of the disks that belong in the pool, SVR cannot rebind the pool. The
problem is not related to SVR and is most likely a storage problem.
5. Reinstal SVR.
6. To resolve namespace errors, enter the following command:
SNAPMGR. EXE UTI LI TY / RECOVER: NAMESPACE
This command updates the registry using the online pools.
7. |If applicable, issuethe Rest or eDr i ves command.
The pools that come back online enable the metadata on the drive to rebuild the pool.
8. Repeat this procedure on the other node.
Note: This procedure requires approximately four reboots and one hour to complete.
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Experiencing prolonged startup times

Issue

If you experience prolonged startups or reboots, it may be that SVR poolsrequire moretimeto
rebind. Rebinding occurs during system startup and enables SVR poolsto reestablish the
address links between parent disks and snapshots and load those links into memory.

Typically, rebinding requires little time and does not affect performance. However, if the
differences between the snapshots and the parent disks are significant, the time needed to
rebind increases. Differences occur when you make changes to the parent disk and segments
are copied out to the snapshots.

Copy-outs are required when:

Resolution

Data on the parent disks changes frequently.

Pools have small segment sizes.

Large virtual disks (256 GB to 2 TB) have snapshots.
Snapshots are saved for long periods of time.

To improve rebind times, delete unnecessary snapshots. To prevent this problem in the future:

Avoid saving snapshots for long periods of time.

Use standard backup tools to back up your snapshots.

Delete snapshots promptly after backing them up.

When possible, create pools with large segment sizes to reduce copy-outs.
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SVR names are already being used

Issue

You create a pool, virtual disk, or snapshot and a message is displayed, indicating that the
name s aready being used.

This can occur if there are namespace errors. When you create a pool or add virtual disks,
snapshots, and logical drivesto apool, SVR tracks their names in the Windows registry. If a
pool fails, Replication Manager does not display that pool or the items contained in it but the
names are still listed in the Windows registry.

Resolution

To resolve namespace errors, enter the following command:
SNAPMGR. EXE UTI LI TY / RECOVER: NAMESPACE
This command updates the registry using the online poals.
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Tracking errors

Use the Windows Event Viewer to track errors.

There are two types of events that produce error, warning, and informational messages:
»  SVRdriver events (hpgvr bus)
s SVR Lifeguard events (swvr non)

The tablesin the following sections provide detail s about the events that SVR writesto the
Event Viewer logs.

SVR driver events

Table 12 describesthe hpgvr bus messages written to the Event Viewer system log.

Table 12: SVR driver event messages

Event
Severity Messageld source Event description

Informational | 1 hpgvr bus | The SVR driver has started.

Error 2 hpgvr bus | The SVR driver failed at initialization.

Error 3 hpgvr bus | Thereisinsufficient memory.

Error 4 hpgvr bus | SVR cannot create device %2, where %2 is
the virtual disk or snapshot name that could
not be created or initialized.

Error 5 hpgvr bus | SVR could not read or write to adisk in the
pool.

Error 6 hpgvr bus | SVR could not create or initialize disk %2,
where %2 isthe virtual disk or snapshot
name that could not be created or initialized.

Error 7 hpgvr bus | SVR could not get pointer to device %2,
where %2 isthe disk device name that could
not be found.

Warning 8 hpgvr bus | Freedisk spacein the pool %2 (where %2 is
the pool name) is less than 30%. Delete any
unneeded snapshots.

Error 9 hpgvr bus | Freedisk spacein the pool %2 (where %2 is
the pool name) is less than 5%. Delete any
unneeded snapshots.
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SVR Lifeguard events

The SVR Lifeguard service monitors pools and generates swwr nmon events. These events are
recorded in the Event Viewer application log.

Table 13: Lifeguard event messages

Severity Messageld Event source Event description

Informational 1 SWr non The SVR Lifeguard service has
started.

Informational 2 SWTI non The SVR Lifeguard service has
stopped.

Error 3 SWTI non The service handler has not been
installed.

Warning 4 SWTI non SVR pool %2 (where %2 is the pool

name) has reached Microsoft
Exchange Server shutdown threshold
for partition %3 (where %3 isthe
drive letter of the virtual disk or
snapshot): of < %4 MB freein the
pool (where %4 is the minimum free
pool space threshold).

Error 5 SWI non The SVR Lifeguard service will now
stop Microsoft Exchange Server.
Error 6 SWT nmon Error %2 (where %2 isthe error

number) stopping service %3 (where
%3 is the Microsoft Exchange service
name).

I nformational 7 SW T non The SVR Lifeguard service has
completed shutdown of Microsoft
Exchange Server.
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Table 13: Lifeguard event messages

Severity Messageld Event source Event description

Warning 8 SWTI non SVR pool %2 (where %2 is the pool
name) has reached the snapshot
deletion policy threshold for partition
%3 (where %3 isthe drive |etter of the
virtual disk or snapshot): of < %4 MB
freein the pool (where %4 isthe
minimum free pool space
threshold—typically 10 MB of disk
space).

Error 9 SW T non The SVR Lifeguard service will now
execute snapshot delete policy

%2 (%3) (where %2 isthe policy type
and %3 is the policy number) for pool
%4 (where %4 is the pool nhame) on
snapshot %5 (where %5 isthe
snapshot name).

The policy number (%3) and type
(%2) can be any of the following:

1—Oldest

2—Oldest with drive letter
3—Oldest without drive letter
4—Newest

5—Newest with drive letter
6—Newest without drive |etter
7T—Largest Delspace

8—L argest Delspace with drive letter

9—L argest Delspace without drive
letter
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Table 13: Lifeguard event messages

Severity Messageld Event source Event description

Error 10 SW T non The SVR Lifeguard service will now
execute second-chance snapshot
delete policy %2 (%3) (where %2 is
the policy type and %3 is the policy
number) for pool %4 (where %4 isthe
pool name) on snapshot %5 (where
%05 is the snapshot name).

The policy number (%3) and type
(%2) can be any of the following:

1—Oldest

2—Oldest with drive letter
3—O0ldest without drive letter
4—Newest

5—Newest with drive letter
6—Newest without drive letter
7—Largest Delspace

8—L argest Delspace with drive letter

9—L argest Delspace without drive
letter
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